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Abstract

The fluid GeneralizedProcessoiSharing(GPS)algo-
rithm hasdesirablepropertiesfor integratedservicesnet-
works andmary PacketFair Queueing(PFQ) algorithms
have beenproposedo approximateGPS.However, there
have beenfew high speedmplementation®©f PFQalgo-
rithms that cansupportlarge numberof sessionsvith di-
verseraterequirementsndat the sametime maintainall
theimportantpropertiesof GPS.Theimplementatiorcost
of a PFQalgorithmis determinedy two components(1)
computationof the systemvirtual time function and (2)
maintainingthe relative orderingof the packetsvia their
timestampsn a priority queuemechanismWhile mostof
therecentlyproposed®FQalgorithmsreducehecomplex-
ity of computingthe systenvirtual time function,thecom-
plexity of maintainingthepriority queueandthereforehe
overallcompleity of implementing?FQ,is still afunction
of the numberof active sessionsln addition,while reduc-
ing the algorithmicor asymptoticcompleity hasbeenthe
focusof mostanalysisto run at high speedit is alsoim-
portantto reducethe compleity of basicoperations.In
this papey we develop techniquedo reducebothtypesof
compleities. In particular we presenta novel grouping
architecturefor implementingPFQ with an algorithmtic
compleity thatis afunctionof thenumberof distinctrates
supportedbutindependendf thenumberof sessionin the
system.A key adwantageof the proposedschemas thatit
introducesonly minor inaccurag in the implementedal-
gorithm. To reducethe costof basicoperationswe pro-
posea hardwareimplementationframevork and several
novel techniqueshatreduceheon-chipmemorysize,off-
chip memorybandwidth,and off-chip accesdateny. We
presenta single chip implementationof WF2Q+, one of
the mostaccuratefFair Queueingalgorithms,that runs at
622Mbps.

1 Intr oduction

Futurehigh speedintegratedservicespacket-switched
networkswill simultaneouslysupportmultiple types of
servicesover a single physicalinfrastructure. In packet
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switchednetworks packetgrom differentsessiondelong-
ing to differentserviceandadministratve classednteract
with eachotherwhenthey aremultiplexedatthesameout-
putlink of a switch. The packetservicedisciplinesor the
schedulingalgorithmsat switching nodesplay a critical
role in controlling the interactionsamongdifferenttraffic
streamsanddifferentserviceclasses.

Recently a classof servicedisciplinescalled Packet
Fair QueueingdPFQ)algorithmshave recevedmuchatten-
tion. PFQalgorithmsapproximatethe idealizedGeneral-
ized ProcessoBharing(GPS)policy [8], which is proven
to have two desirableproperties:(a) it canguaranteean
end-to-enddelay to leaky bucket constrainedsessionre-
gardlesghe behaior of othersessions(b) it canensure
instantaneoufair allocationof bandwidthamongall back-
loggedsessionsegardlesof whetheror not their traffic is
constrained.The former propertyis the basisfor support-
ing guaranteedervicetraffic [8] while thelaterpropertyis
importantfor supportingbest-efort servicetraffic [7, 11]
and hierarchicallink-sharingservice[1]. While thereare
mary PFQ algorithmsproposed,with differenttradeofs
betweercompl«ity andaccurag [3, 5, 6, 10, 12,13, 14],
few real implementatiorexists that canachieve all of the
threefollowing goals:

1. supporta large numberof VCs with diverseband-
width requirements,

2. operateatvery high speedsPC-3andhighet

3. maintainimportantpropertiesof GPS(delaybound,
fairnessworst-casdairness).

Thekey difficulty is thatPFQalgorithmsrequirebuffer-
ing onapersessiorbasisandnon-trivial servicearbitration
amongall sessionsTherearetwo major costsassociated
with thearbitration:(1) the computatiorof the systenvir-
tualtime function,whichis a dynamicmeasuref the nor-
malizedfair amountof servicethat shouldbe receved by
eachsessionand (2) the managementf a priority queue
to to orderthetransmissiorof packets.A numberof PFQ
algorithmshave beenproposedhathave virtual timefunc-
tions with compleity of O(1) or O(log N) [1, 5, 6, 13].



While the algorithmticcompleity of implementinga pri-
ority queuefor N arbitrary numbersis O(logN), it is
possibleto implementFair Queueingvith mechanismef
lower compleity by takingadwantageof the propertiesof
Fair Queueingalgorithms[10]. However, asdiscussedn
Section5, thereare a numberof difficulties to apply this
techniqudn a high speedmplementation.

In this paper we presenta novel architecturethat re-
ducesthe ovemll compleity of implementinga classof
PFQ algorithmsby taking adwantageof the propertythat
ATM networkshave fixed packetsize. In the architec-
ture, the sener is restrictedto supporta fixed numberof
ratesand sessionswith sameratesare groupedtogether
By usingthe locally boundedimestampproperty which
tightly boundsthe differenceof per sessiorvirtual times
betweersessionsvith the samerate,it is possibleto main-
tain the priority relationshipamongsessionsn the same
groupwithoutsorting. The problemis thenreducedrom
onethat scheduleamongall sessiongo onethat sched-
ulesamongall sessionat the headof the groups. With
suchanimplementationthe compleities for both priority
managemendnd virtual time computationgrow with the
numberof discreteratessupportedatherthanthe number
of sessionsTo reducethe complity of basicoperations
in hardwareimplementationsye obsere it is important
to minimize off chip memorybandwidth,lateng, andon
chip memorysize. By taking advantageof the globally
boundedimestampproperty which boundsthe difference
betweersystenvirtual time andthevirtual starttime of all
sessionsye canreducghememoryrequirement®y more
than50%.

2 Background: PFQ Algorithms

PFQare packetapproximatioralgorithmsfor the GPS
discipline[8]. A GPSsener hasN queuesgachassoci-
atedwith a serviceshare.During ary time interval when
thereareexactly M non-emptyqueuesthe sener senes
the M packetsatthe headof the queuesimultaneouslyin
proportionto their serviceshares All PFQalgorithmsuse
asimilar priority queuemechanisnbasecdn the notion of
a virtual time function. They differ in choicesof system
virtual time functionsandpacketselectionpolicies.

2.1 SystemVirtual Time Function

To approximateGPS,a PFQalgorithmmaintaina sys-
temvirtualtimeV/ () andavirtual starttime S;(-) andavir-
tualfinishtime F;(-) for eachsession. S;(-) andF;(-) are
updatedaseachtime session becomesctive or a packet
from session finishesservice,

max(V(t), Fi(t—))
session becomesctive
Sl =\ R (1)
p¥ finishesservice

Si(t) + L_f 2)

ri

Fl(t) =

whereF; (t—) is thevirtual finish time of session before
theupdateand ¥ is thelengthof the packetat the headof
session’squeue.

Intuitively, V' (¢) is the normalizedfair amountof ser
vice time that eachsessiorshouldhave receved by time
t, S;(t) representshe normalizedamountof servicetime
thatsession hasreceved by time¢. Thegoal of all PFQ
algorithmsis to minimizethediscrepancieamongs; (¢)'s
andV (t).

The role of the systemvirtual time function is to re-
setthe valueof the sessiors virtual starttime whena pre-
viously unbackloggedessiorbecomedackloggedagain.
DifferentPFQ algorithmsusedifferentvirtual time func-
tions,which have differenttradeofs betweeraccuiacyand
compleity. A virtual time function is accuratef a PFQ
algorithmbasedon it providesalmostidenticalserviceas
GPS.

WeightedFair Queueing(WFQ), the best-knavn PFQ
algorithm, and Worst-case-&r WeightedFair Queueing
(WF2Q), the mostaccuratePFQ algorithm, usea virtual
time function thatis definedwith respecto the GPSsys-
tem. While this is the mostaccuratevirtual time function,
it is rathercomplex to computeit asthe computationre-
quireskeepingtrack of the numberof active sessionsn
GPSwhichmaychangemultiple timesduringavery short
time period. A numberof simplervirtual time functions
have beenproposedthat can be calculateddirectly from
the stateof the packetsystem. In the Self Clocked Fair
Queueing(SCFQ)algorithm, the virtual time functionis
definedto bethevirtual finish time of the packetcurrently
beingservicedj.e., Vscrq(t) = FP¢), wherep(t) is the
packetbeingservicedat time ¢. While Vscrg(t) is quite
simpleto compute the resultedSCFQalgorithmprovides
muchlargerdelayboundshatWFQ. A moreaccuratevir-
tualtimefunctionVrgrg (-) thatcanalsobe computedii-
rectly from the packetsystemis proposedn [13]. There-
sultedFBFQalgorithmcanprovide the samedelaybound
asWFQ.

An evenmoreaccuratevirtual time function, Viy g2 g 4.,
is proposedn [1] anditeratively definedasfollows:

VWF2Q+ (t+T) = max(prz Q+ (t)—|—7', mznlEB(t) (Sz (t)))

) (3)
whereB(t) is thesetof sessionsackloggedn theWF? Q+
systemattimet.

2.2 PacketSelectionPolicy

In all of WFQ, SCFQ,and FBFQ, whenthe sener is
picking the next packetto transmit,it choosesamongall
the packetsin the system,the one with the smallestvir-
tual finishtime. We call sucha packetselectiorpolicy the
“Smallestvirtual Finishtime First” or SFFpolicy.



While PFQalgorithmsusingSFFpolicy canprovide al-
mostidenticaldelayboundsas GPS,they may still intro-
ducelarge servicediscrepanciefrom GPS.In [2], we in-
troduceda metric called Worst-casdrair Index (WFI) to
characterizeéhe servicediscrepang betweena PFQalgo-
rithm andthe idealizedGPS.We shavedthatlarge WFI's
aredetrimentalo the performancenf best-efort andlink-
sharingserviceq1, 2]. All PFQalgorithmsusingSFFpol-
icy have largeWFI's.

In [1, 2], we proposedtwo algorithms WF*Q and
WF?Q+ thatusea differentpacketselectionpolicy. With
thesaalgorithmswhentheseneris pickingthenext packet
transmit,it choosesamongall theeligible packetstheone
with the smallestirtual finishtime. A packets eligible if
its virtual starttime is no greaterthan the currentvirtual
time. Intuitively, a packetbecomesligible only after it
hasstartedservicein the correspondindluid system.We
call sucha packetselectionpolicy the “SmallestEligible
virtual Finishtime First” or SEFFpolicy.

The difference betweenWF?Q and WF?Q+ is that
WF?Q usesa systemvirtual time function that emulates
the progresf the GPSsystemwhile WF>Q+ usesa sys-
tem virtual function that can be computeddirectly from
thepacketsystemasdefinedin (3). It hasbeenshavn that
WF?Q is the optimal PFQalgorithmin termsof accuray
in approximatingsPS WF?Q+ maintainsall theimportant
propertiesof WFQ: both of themprovide the tightestde-
lay boundsand WFI's amongall PFQalgorithms. In the
restof the paper we will use WF?Q+ as an exampleto
discusgheissuesf implementing?FQalgorithmsin high
speedATM networks.

2.3 Complexity of PFQ Algorithms

Besideghe computationof the virtual time function, a
seconcdcostof implementinga PFQalgorithmis to main-
tain a priority queuebasedon eithervirtual starttime, vir-
tual finish time, or both. Since virtual start and finish
times are monotonicallyincreasingwithin eachsession,
only headof the eachsessiomeedto be consideredvhen
thesener is picking the next packetto transmit. Thus,the
numberof entitiesin the priority queueis the numberof
active sessions.

ThereforegventhoughSCFQ,SFQ,LFVC, FBFQ,and
WF?Q+ have simple virtual time functions, their overall
implementatiorcompleity still grows with the numberof
sessionsharingthe link. While it hasbeendemonstrated
that sorting can be implementedat very high speedwith
several hundred=f connectiond3], it is unclearwhether
suchimplementationsanscaleto largenetworkswith tens
of thousandef sessiongompetingor a singlelink.
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Figurel: GroupingArchitecture

3 Implementation Ar chitecture

In this section we presentan architecturghat caneffi-
ciently implementa classof PFQalgorithmsin ATM net-
workswhereall cells have the samesize. In the architec-
ture, the sener is restrictedto supporta fixed numberof
ratesand sessionswith sameratesare groupedtogether
Useof this groupingmechanisndoesnot sacrificethe ac-
curay of theimplementedalgorithm.For PFQalgorithms
with the locally boundedtimestampproperty the prior-
ity relationshipamongsessionsn the samegroupcanbe
maintainedwithout sorting. The problemis thenreduced
from one that schedulesamongall sessiongo one that
scheduleemongsessionsit the headof the groups. With
suchanimplementationthe compleities for both priority
managemendnd virtual time computationgrow with the
numberof discreteratessupportedatherthanthe number
of sessions.

Furthermore we note that while available bandwidth
to off chip memoryand the lateny betweendependent
accessesre the main bottlenecksin the implementation
of moderncomputingsystemspur architectureaddsonly
two off chip accesseper cell enqueusr dequeudeyond
whatis requiredfor a Round-Robirscheduler The addi-
tional offchip accesseandrequiredstorages exclusively
that of a timestampper session.For Fair Queueingalgo-
rithms with the globally boundedimestampproperty we
canapply atechniqueto compresdhe sessiortimestamps
by morethan50%. This reducedoththe systemcostand
theimplementatiorcompleity by halvingthememoryre-
quiredto store,and bandwidthto accesghe timestamps.
In addition,we usearray-basedatherpointerbaseddata
structurego reducethe memoryaccesdy taking advan-
tageof memorypipelining.

Most of the PFQalgorithmsin the literature,including
WF?Q+, SCFQ,and SFQ, have both the locally bounded
timestampmandthe globally boundedimestamproperties,
thereforecanbeimplementedvith thisarchitecture.



3.1 Grouping Ar chitecture

The key difficulty of implementingPFQ algorithmsis
thatthe compleity of maintainingthe priority queue and
possibly computingthe virtual time function, grov as a
function of the numberof sessionsharingthe link. To
decouplethe implementationcompleity from the num-
ber of sessionswe introducethe following restriction: at
ary time, only afixednumberof guaranteedatesaresup-
portedby the sener. As will be discussedn Section3.5,
this restrictionwill notsignificantlyaffectthelink utiliza-
tion. All sessionshatsharea commonrateareassociated
with a groupwhich storesanentryfor eachactive session.
Theseentriescontaina pointerto the headof the sessiors
gueueandthe virtual startingtime for the cell at the head
of thesessiors queue.ln eachgroup,the sessiorwith the
smallesvirtual startingtime is placedin theschedulefsee
Figurel).

An importantadvantageof sucha groupingarchitec-
ture is that for ary of the three packetselectionpolicies
of SmallestStart time First (SSF), the SmallestFinish
time First (SFF)or the SmallestEligibile Finishtime First
(SEFF),only the packetdn the scheduleneedto be con-
sidered.For algorithmswith the SSFpolicy, thisis easyto
seeasthe packetwith the smalleswirtual starttime in the
schedulers alsotheonewith thesmalleswirtual starttime
amongall packets For algorithmswith the SFFpolicy, we
obsene thatin an ATM networkwith fixed packetsizelL,
for ary two sessiong, j thatbelongto the samegroup, if
Si(t) < S;(t), Fi(t) < F;(t) alsoholds. This follows di-
rectly from F;(t) = Si(t) + &, Fj(t) = S;(t) + % and
r; = r;. Thereforethe sessiorwith the smallestvirtual
starttime in the scheduleis alsothe onewith thesmallest
virtual finishtime amongall packetsFor a SEFFschedul-
ing policy we obsenre thatif therearesessionsn a group
thatareeligible,i.e.,theirvirtual starttimesareno greater
thanthe currentvirtual time, the sessiorwithin the group
in theschedulemustalsobeeligible asit hasthesmallest
virtual starttimein thegroup.Since it alsohasthesmallest
virtual finishingtime of all sessionsvithin the group,the
packetwith the smallesteligible finish time in the sched-
uler is alsothe onewith the smallesteligible finish time
amongall padets

Without introducingary inaccurag, the above group-
ing architecturereducesthe compleity of the scheduler
from one that scaleswith the numberof sessiongo one
that scaleswith the numberof distinct rategroups. How-
ever, thereis still the needto selectthe packetwith the
smallestvirtual starttime from eachgroup.

3.2 Maintaining Priority Within Groups

In this sessionwe shaw thatit is possibleto maintaina
priority queueof sessiongor eachrategroupwith a sim-
ple linked list for PFQ algorithmsthat have the locally

boundedimestamproperty

Definition 1 A PFQ algorithm has the locally bounded
timestampproperty if for any two badkloggedsessions
andj,

1Si(t) = 5501 < = VQi() £0, Q50 #0, ri=1;
@

The propertyis so namedbecausg4) tightly boundsthe
differenceof virtual starttimes betweentwo sessionsn
the samerate group. A relatedpropertyis the globally
boundedtimestamppropertywith which differencesbe-
tweenthe systemvirtual time andvirtual starttimesof all
sessionsirebounded.

Definition 2 A Fair Queueingalgorithm hasthe globally
boundedimestampropertyif thefollowingholds

Si(t) — r£ <V() < Si(t) + r£ Vi s.t.Qi(t) #0 (5)
We will discussn Section 3.4 how PFQalgorithmswith
the globally boundedtimestampproperty can reducethe
memory requirementsfor their timestampsby 50% or
more. Most of the PFQ algorithmsin the literature, in-
cluding WF?Q+, SCFQ,and SFQ, have both the locally
boundedtimestampand the globally boundedtimestamp
properties.

With thelocally boundedimestamproperty it is pos-
sible to maintaina priority queueof sessionsn the same
rategroupwith a simplelinked list. Eachrategroupcon-
tainsa linked list of the timestampof the cell at the head
of eachsessiors queue. The entriesin the linked list are
storedin increasingimestamporder Therearethreesitu-
ationswheninsertionsinto thelist areneededthe session
attheheadof thegrouphasfinishedservice anew session
joins,andanpreviouslyidle sessiorbecomesctive.
SELECT-SESSION (()

1 j =G — HeadSession

2 k=G — TailSession

3 TRANSMIT-HEAD-CELL (j)

4 S; =S+ %

5 if (BACKLOGGED(j) = TRUE)

6 then

7 it (j # k)

8 then

9 k— next=7j
10 G — HeadSession = j — next
11 G — TailSession = j
12 m = G — HeadSession
13 Suy = Sm
14 St = 5;

15 elseif (j # k)



16 then

17 m = j — next

18 G — HeadSession = m
19 S = Sm

20 else G — status = empty

Whenthesessiorattheheadof thelinkedlist j is sened
it will have its new startingtime computedssS; = Sy +
%. From (4), we know thatthis new startingtime will be
larger thanthe timestampof ary othersessionin its rate
group. Therefore simply moving the sessiorto thetail of
thelinked list will maintainthe sortedorderof thelist.
CELL-ARRIVAL(C)

1 info = LOOKUP-SESSION(C)
2 i=info—1i
3 G=info— group
4 fetch S;
5 if ((NEw-SESsION(i) = TRUE) or
6 (Si<V(®)or(Si>(V(Et)+75)
7 then Timeout = 1
8 else Timeout = 0
9 if (BACKLOGGED(¢) = FALSE)
10  thenif G — status = empty
11 then
12 G — status = active
13 G — HeadSession = 1
14 G — TailSession = i
15 if (Timeout = 1)
16 then S; = V(¢)
17 Sg=5r=25;
18 else
19 G — TailSession — next =1
20 G — TailSession = i
21 if ((Timeout = 1) or (S; < St))
22 thenif (V(t) > Sr)
23 then Sr=8; = V(t)
24 else S; = Sy

25 ENQUEUE(:, C)

When a previously unbackloggedsessioni becomes
backloggedat time ¢, we appendhe sessiorto the endof
thelist. If thelist wasempty we assigns; (¢) to bethecur
rentvalueof virtual time. If the list wasnot empty there
is needto presere thelocally boundedimestampproperty
andthe sortedorder Implementinghe exact algorithmas
definedby S; = max(V (), F;) hastwo complications.
First, sincetimestampsrerepresentedy finite numberof
bits n, it is not possibleto comparetwo timestampghat
aremorethan2”~! time units apart. Whena sessiorre-
mainsidle long enough,the differencebetweenF* and
V(t) canbe morethan2"~! time units apart,therefore
makeit impossibleto computethe maximumof the two.
TheTimeout conditionidentifieswhetherthesessiors .S;

is valid. If sufiicienttime haslapsedthatthe virtual clock
hasrolled, S¥ maybein thedistantpastbut appearsvithin
therange.If thiswereto happenthenew S; will still beoff
by nomorethan TL A secondcomplicationis thatin order
to maintainthesortedlist, the sessiomeedso beinserted
tothecorrectplace whichrequiresscanninghelinkedlist.
Whena sessiorn arrivesinto an empty queue,its virtual
starttime will bewithin therange[V (t), V (¢) + %]. The
lower boundis givenby (1) andits upperboundgivenby
(5). If thegroupis empty S; canobtainits desiredvalue.
If thegroupis notempty we appendhesessiorto theend
of therategroup’slist of sessionsFor thetimestampwe
chosethe smallestapproximatevaluethat maintainsboth
thelocally boundedimestamppropertyandthe sortingre-
lationship

Comparedo a RoundRobin schedulerour scheduler
addsonly two additionaloff chip accessewhenagroupis
scheduledprocedureSelect-Sessiotines 4 and 13), and
two accessewhenacell arrivesto anemptysessiomqueue
(procedureCell-Arrivalline 4 andeither16, 23, or 24). We
conjectureghatwith suchapproximationsthedelaybounds
and WFI's provided by the algorithmwill increaseby r£
for eachsession. '

3.3 Implementation Complexity

Most of the researchn theliteraturefocuseson reduc-
ing thealgorithmticor asymptoticcompleity of PFQalgo-
rithms. In high speedmplementationst is alsoimportant
to reducethe compleity of basicoperations.

The rapid increasein the performanceof silicon chip
technologymakesit possibleto perform on-chip opera-
tionsacrosdothtime (pipelining)andspacgsuperscalar).
This samelevel of parallelismis not availablefor off-chip
memoryaccessesandthis will eventualybe the dominat-
ing factor asimprovementsin on-chip performancecon-
tinueto outpacamprovementsn off-chip bandwidth.For
thisreasongpff-chip memorybandwidthandlateny arethe
main bottlenecksn high speedmplementationsTheim-
pactof the high memorylateny becomesven morepro-
nouncedwhen datafrom a previous memoryreaddeter
minesthe addresf the next pieceof data(asin pointer
baseddatastructuresuchastree).

While on-chip memoryis expensve, it provides high
bandwidth with low lateng; external memoryis rela-
tively inexpensve but facessignificantly higher latengy
andbandwidthrestrictions.Thusproperlypartitioningthe
storageand accessequirementdetweenon and off-chip
memoriess thekey to designingcost-efective implemen-
tationsfor high speedoperation. As we will discussin
Section4, our architecturecan be implementedn an ar
ray basedstructureon-chipwith afixednumberof off-chip
memoryreferencesThis enableaus to take advantageof

1Arithmaticoperationsuchas+, —, *, / andmemoryreadandwrites



availableparallelismon-chipwhile having arelatively sim-
ple componenthatcanbeeasilydesignedandverified.

3.4 Issueswith Timestamps

As this schedulingmechanisng only additional ac-
cessesomparedo asimpleroundrobinarefor thereading
andwriting of timestampvaluesiit is their efficient repre-
sentatiorthatnow mustbeaddressedAs discusseth sec-
tion 3.2,timestampsremaintainedpersessiorin off-chip
memory Only onetimestampneedso be storedper ses-
sion asthe finish time may be easily calculatedfrom the
starttime, and vice versa. The group maintainson-chip
thesetimestampdor the sessionsat the headandtail of
the group’s list andthe serviceinterval of the group (the
length of the interval betweenthe virtual finish times of
two adjacentcells in a continuouslybackloggedconnec-
tion, i.e. rL_,)- The size of thesetimestampsletermines
both the rangeof supportableatesandthe accurag with
which thoseratesmay be specified. In addition, they de-
terminethe schedules memoryrequirementsn termsof
bandwidthandstoragespacebothon-chipandoff-chip.

Using modulararithmetic, timestampgepresentedy
finite numberof bits n canbe comparedvithoutambiguity
if differencebetweerthemis is lessthan2”~*. Usingthis
propertyit wassuggestedh [9] thatthe sizeof thetimes-
tampsin the systemonly needto be a few bits largerthan
the numberof bits neededto representhe smallestrate
in the system,r,.;,,, asit hasthe largestserviceinterval,
r"fm . However in a systemwith very small rates,a rela-
tively large numberof bits maystill beneededo represent
thetimestamps.

In anATM systemi|t is consideredhaturalto represent
thevirtual timein termsof cellssened. We notethatwhile
the virtual time may be accuratelyrepresentedn integer
unitsof cell times,the samecannot besaidfor the service
intervals of the sessionwithin the system. For example,
the fastestserviceintervalswould beevery 1, 2, 3, .. cell
times, which would in turn representatesof 1, 3, £, ..
timesthe link rate. Sessiorratesbetweeni and 3 of the
link ratewould not be ableto be representecccurately
thusyielding large roundingerrorsfor the sessionswith
high rates.To avoid theseroundingerrors,we insteadrep-
resenthe systemtime asa fixed point numberwith n bits
in theintegerportionandm bits in the fractionalportion.
Thiswaywe arenotrestrictedo usingrateswhoseservice
intervals areinteger valued. This value of n is given by
r":"m + 2, wherer is theoutputlink’ srateandr,,,;,, isthe
smallestratethatis desiredio berepresentableThevalue
of m is given by logz(i) — 1, wherer, is the granular
ity with whichit is desiredthe highestrateconnectionde
specified.Which resultsin anerror of 2}% percentin the
representatioof thoserates.

If we arewilling to accepta relative error of this size
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Figure2: Compressiomf ServicelntervalsandS;(t)'s

for sessionsvith higherrate,we mightbewilling to accept
suchaccurag for all sessionsFor example,thedifference
betweera serviceinterval of 10,240cellsand10,240.001
cellscouldbehardlydetectabldy a user Thus,insteadof
measuringrrorin absoluteunitsof time, we normalizethe
errorwith respecto the sessiors servicerate. To do this,
wesimplystoretheupperm+1 bitsof thesessiorsservice
interval andan“exponent”of sizelog, n to denotethe bit
positionin then bits of theintegersectionwhereits highest
bit would beplaced.For example asessiorwith »; = .001
hasa serviceinterval of ﬁ = 1000 = 1111101000,
with thefirst 1 in the 10’th integerbit position. The“expo-
nent”will be10 andtheupperm+1 bitsof thenumbewill
beretainedroundingup or paddingwith zerosin thelower
orderbits if required. Figure 2 shavs an examplewith a
lower rate sessionA and a higherrate sessionB. Note
that the numberof bits in n definethe rangeof support-
ableratesandm definesthe accurag at which thoserates
may be representedThis interval compressioniechnique
is genericandshouldbeapplicableto any PFQalgorithm.
Now thatwe have a compressedepresentatiofor ser
vice intervals, we can apply similar techniqueto com-
pressthe sessionvirtual starttimesaswell. The globally
boundedtimestampproperty (5) boundsthe virtual start
timesof all sessiongo be within one serviceinterval of
the systemvirtual time. This propertyenablesusto com-
parea sessiors starttime to the systemvirtual time us-
ing only 2 more bits thanis requiredto representhe ser
vice interval of the group. If stored,the lower order bits
would never changeduring a backloggedoeriod,thuswe
cansafelyassumehey remainaconstan{suchasall setto
1). Notethatthe “exponent’remainsthe sameasis used
for the serviceinterval, thus only the compressean + 3
bits needbe storedper session.n the caseof whatwould
have beena 36 bit timestampyith 26 bits of » and10 bits
of m, wereducehepersessiorinformationtom+3 = 13
bits almosta threefold savingsin off-chip memoryband-
width and storage.On-chipmemoryrequirementgor the
sessionstart times and group serviceinterval are simi-
larly reducedrom threern + m bit numberg108 bits) to:
(m+3)+(m+3)+(m+1)+log, n = 134+13+11+45 = 42



bits, whichis morethana twofold savingsin expensve on-
chipmemory

3.5 Implications of Limited Rates

Oneissueis how mary ratesneedto be supportecand
how therestrictionof supportingonly fixednumberof rates
affect the network utilization. In [4] it hasbeendemon-
stratedin the contet of the ABR service,that high net-
work utilization canbe achiezed even with differencesas
largeasa 10% betweerconsecutierates.It shouldbealso
notedthatthe numberof ratesthatcanbeusedatary time
is strictly lessthat the numberof differentratesthat may
exist in the system.For example,a systemcanonly have
onesessioractive atary time with aratebetweeronehalf
of alink’ srateandthelink rate,regardlesf granularity

For ary givenlink rate and granularity we candeter
mine the maximumnumberof ratesthat can be usedat
the sametime by summingthe possibleratesstartingwith
the smallestuntil the link capacityis met. For exam-
ple, a 150 Mbps link that supportsratesin multiples of
10 Mbps, 10,20, 30, - --, 140, 150 has 15 differentrates.
However, no morethan5 may be active at onetime be-
causell + 20 4+ 30 + 40 + 50 = 150. In asystemwhere
ary two ratesare12.5% apart,an OC-3link canhave only
84 differentratesbetween20 cells per secondor 8Kbps
andthelink rate,of these66 maybeusedatonce.

4 Hardware Implementation

Using the methodsoutlinedin this paper we have im-
plementeda controllerfor a FORE SystemsATM switch
8 port networkmodule. This controllerimplementsa rate
controlledvariationof WF?Q+ [15] to addressherequire-
mentsof the serviceprovider marketplace. It shouldbe
notedthat a work conservingWF>Q+ schedulercould be
implementedwith the samecompleity asthe rate con-
trolled variant.

The implementationprovides eachport with up to 64
differentrate groups. Thereis only one instanceof the
schedulinghardwarewhich is sharedamong8 ports. The
scheduleris completelyself-containedand can schedule
anoutgoingVC in about500ns. Theimplementatiorwas
donein 3V 0.5um3LM CMOStechnology The scheduler
partof the chip operatesat 60MHz andrequiresonly 15K
gates. To supportall typesof service,beyond just those
requiringtight shaping therearetwo staticallyprioritized
round-robinqueuesnto which UBR, ABR andVBR ses-
sionscanbequeuedlt isimportanto pointoutthatwe can
enqueue VC into oneof theround-robinqueuesven if
it hasalreadybe placedinto the StalledWF>Q+ scheduler
So ABR andVBR VCs canbe placedinto both seners,
wheretheratecontrollerwill provide ary minimumband-
width guaranteesandthe round-robinwill allocatethe ex-
cessbandwidth.

The exact implementationconsistsof two symmetric
blocksin the scheduler:eachone searchesalf of the 64
groups.In eachblock, thereis amemoryin whichthe start
times of 32 of the 64 groupsare stored. 256 entriesare
neededor the8-portconfiguration.Thereis alsoatimein-
tenal tablewhich indicateswvhatratehasbeenassignedo
eachof the64 groups.Eachblock findsthe groupwith the
smallesffinish time amongall eligible groupsthroughlin-
earsearchin 32 60MHz cycles. After 32 cycles,theeligi-
ble groupwith the smallesfinishingtime in eachmemory
is found. Thetop level block will pick thefinal minimum
elementsaamongtwo blocksandschedulghe headVC of
the group. If thereis no eligible group, or the VC at the
headof the queuefor the selectedyrouphasno cells, then
the schedulemwill servicea VC from the round-robin,if
oneexists. Sincethis canall bedonein 500ns the sched-
uleris fully capableof OC-12(622Mbps)operation.

5 RelatedWork

Theideaof schedulingamongall rategroupsinsteadof
all sessionsvasfirst proposedy Rexford et. al [9]. With
Rexford’s algorithm, sessionsvith similar throughputpa-
rametersare placedinto oneof a smallnumberof groups.
Two levelsof schedulingarethenusedo selecthesession.
At thetop level, eachgroupis scheduledvith arateequal
to the sumof all the sessionsn the group. Within each
group,an efficient calendalgueuemechanisnmmplements
the sameFair Queueingalgorithmover all the sessionsn
thegroup. Therecanbetwo variationsof grouping. With
“static groupweights”, the group’s weightis setto bethe
sumof theweightsof all sessionsllocatedo thegroupre-
gardlesavhetherthey arecurrentlybackloggedHowever,
thiswill affect the excessdistribution policy andresultsin
unfair bandwidthallocation. To addresghis problem, a
heuristicbhasedon “dynamic groupweights”is proposed,
in which the group’s weightis dynamicallysetto be the
sumof all sessionsn the groupthat are currently bad-
logged While Rexford et. al demonstrat¢hatthe average
behaior of the implementedalgorithm with this heuris-
tic is betterthanthe exactimplementatiorof SCFQ,it can
be shavn that suchan implementationcan resultin un-
boundedunfairnessin the worst case. The key problem
is that the group weightsare dynamicallyadjustedbased
onwhetherthe sessions backloggedn thepadketsystem.
However, at ary time instance the setof the backlogged
session# a packetsystemcanbequite differentfrom that
in the correspondindluid system. Adjusting the weight
accordingto the setof backloggedsessionsn the packet
systemcanresultin large errors. This potentialdeficieny
of thealgorithmis briefly discussedh [9].

In contrast,our groupingtechniqueis usedsolely to
simplify the sorting of sessions.Schedulingis still per
formedamongthe sessionshemseles. This enablesour



mechanismo retainthe fairnesspropertiesof the imple-
mentedalgorithm while incurring only a small increase
in the sessiors delay boundthanwould be provided by
asenerwithoutgrouping.

By observingthat the range of virtual times of all
sessionsat ary given time is bounded,Suri, Vamghese,
andChandranmemomapthe priority queuemanagement
problemto that of searchingn a finite-universe[10]. In
suchauniversea priority queuecanbe usedthatsupports
insert,delete andsuccessan O (loglog N) time,whenthe
elementsarein therange[0, N]. Thisis a particularlyat-
tractive solutionfor algorithmswith SEFFpolicy (suchas
LVFQ and WF?Q+) while thereis a tight boundamong
the virtual timesof all sessionsi.e., therange/N is quite
small. However, the O (loglog N') resultholdsonly for the
priority queuebasedon virtual finish times, thereis still
theproblemarisingfrom theinteractionof thetwo priority
gueues.In particular wheneer the sener is selectingthe
next packeffor servicejt needdirstto move all theeligible
packetsrom the priority queuebasedon eligibility times
to the priority queuedon virtual finish times. In theworst
caseall N packetanustbe moved betweerthetwo prior-
ity queuedeforeselectinghenext sessiorfor service.

6 Conclusion

In this paper we developtechniquedo reduceboththe
asymptoti@andbasicoperatiorcompleities of implement-
ing Fair Queueingalgorithmsin ATM networks. For fair
gueueingalgorithm with the locally boundedtimestamp
property we proposea groupingmechanisnthatreduces
the compleity of sorting so that it grows as a function
of the numberof distinct ratesin the system. To reduce
the costof basicoperationswe proposea hardwareim-
plementatiorframevork andseveral novel techniqueghat
reducethe on-chipmemorysize, off-chip memoryband-
width, and off-chip accesdateng. In particular for Fair
Queueinglgorithmswith thegloballyboundedimestamp
property we presenta techniquethat compressethe size
of thetimestampswhichhaveto beaccessettom off-chip
memoryduring eachcell time, by 50% or more. These
techniquesntroducedittle inaccurag for theimplemented
algorithmsandmay be usedfor ary schedulingalgorithm
for whichthesepropertiesold,includingSCFQ,SFQ,and
WF?Q+. We describea hardwareimplementationwhich
canrun at622 Mbpswith today’stechnologyfor WF*Q+,
oneof themostaccuratdair Queueingalgorithms.
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