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Abstract

This paperproposes mechanisnfor equation-basedongestiorcontrol for unicasttraffic. Most best-
effort traffic in thecurrentinternetis well-senedby thedominantransporiprotocolTCP. However, traffic
suchas best-efort unicaststreamingmultimediacould find usefor a TCP-friendly congestioncontrol
mechanisnthatrefrainsfrom reducingthe sendingratein half in responseo a singlepaclet drop. With
our mechanismthe senderexplicitly adjustsits sendingrate asa function of the measuredate of loss
events,wherealoss event consistof oneor morepacletsdroppedwithin asingleround-triptime. We use
bothsimulationsandexperimentver the Internetto explore performance.

Equation-basedongestiorcontrolis alsoa promisingavenueof developmentor congestiorcontrolof

multicasttraffic, andsoanadditionalreasorfor thiswork is to lay a soundbasisfor thelaterdevelopment
of multicastcongestiorcontrol.
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1 Intr oduction

TCP is the dominanttransportprotocolin the Internet,and
the currentstability of the Internetdepend®n its end-to-end
congestiorcontrol, which usesan Additive IncreaseMulti-
plicative Decreas€AIMD) algorithm.For TCR the‘sending
rate’is controlledby acongestiorwindow whichis halvedfor
everywindow of datacontainingapacketdrop,andincreased
by roughlyonepaclet perwindow of dataotherwise.
End-to-endcongestiorcontrol of best-efort traffic is re-
quiredto avoid the congestioncollapseof the global Inter-
net [FF99. While TCP congestioncontrol is appropriate
for applicationssuchasbulk datatransfer someapplications
wherethe datais beingplayedout in real-timefind halving
the sendingrate in responseo a single congestionindica-
tion to be unnecessarilygerere, asit can noticeablyreduce
the userperceved quality [TZ99]. TCP’s abruptchangesn
the sendingrate have beena key impedimentto the deploy-
mentof TCP’send-to-enadongestiortontrolby emegingap-
plicationssuchas streamingmultimedia. In our judgement,
equation-basecbngestiortontrolis theleadingcandidatdor
a viable mechanisnto provide relatively smoothcongestion
controlfor suchtraffic.
Equation-basedongestiorcontrol wasfirst proposedn
[MF97]. WhereasAIMD congestiorcontrol backsoff in re-
sponseo asinglecongestiorindication,equation-basedon-
gestioncontrol usesa control equationthat explicitly gives
the maximumacceptablesendingrate as a function of the
recentloss event rate. The senderadaptsits sendingrate,
guidedby this controlequationjn responsé¢o feedbackrom
therecever. For traffic thatcompetesn the best-efort Inter-
netwith TCR the appropriatecontrol equationfor equation-
basedcongestiorcontrolis the TCP responsdunction char
acterizingthe steady-stateendingrate of TCP asa function
of theround-triptime andsteady-stattbosseventrate.
Althoughtherehasbeensignificantpreviousresearcton
equation-baseandothercongestiortontrolmechanismgIE9G
OR99 RHE99 TZ99, PKTK99, TPB, VRC98, SS9§, we
arestill ratherfar from having deployablecongestiorcontrol
mechanisméor best-efort streamingmultimedia. Section3
presentshe TCP-FriendlyRateControl (TFRC)proposafor
equation-basedongestiorcontrol for unicasttraffic, In Sec-
tion 5 we provideacomparatie discussiorof TFRCandpre-
viously proposedrotocols. The benefitof TFRCis a more
smoothly-changingendingratethanthat of TCP;the costis
amoremoderateesponséo transientchangesn congestion.
One of our goalsin this paperis to presenta proposal
for equation-basedongestioncontrol that lays the founda-
tion for theneartermexperimentatdeploymentof congestion
controlfor unicaststreamingmultimedia. Section4 presents
resultsfrom extensve simulationsand experimentswith the
TFRCprotocol,shaving thatequation-basedongestiorcon-
trol using the TCP responsdunction competedairly with
TCR Both the simulatorcodeandthe real-world implemen-
tation are publically available. We believe that TFRC and
relatedforms of equation-basedongestiorcontrol canplay

asignificantrolein thelnternet.

For mostunicastflows thatwantto transferdatareliably
andas quickly as possible,the bestchoiceis simply to use
TCP directly. However, equation-basedongestioncontrol
is more appropriatefor applicationgthat needto maintaina
slowly-changingsendingrate,while still beingresponsieto
network congestioroverlongertime periods(secondsasop-
posedto fractionsof a second). It is our belief that TFRC
is sufficiently maturefor a wider experimentaldeployment,
testing,andevaluation.

A secondgoal of this work is to lay a foundationfor
further researchwithin the network community on the de-
velopmentandevaluationof equation-basedongestiorcon-
trol. We addressa numberof key concerndn the designof
equation-basedongestioncontrol that have not beensuffi-
ciently addresseth previousresearchincludingresponsie-
nesgo persistentongestionavoidanceof unnecessargscil-
lations, avoidanceof the introductionof unnecessarpoise,
androbustnes®ver awide rangeof timescales.

The algorithm for calculatingthe loss event rate is the
key designissuein equation-basedongestioncontrol, de-
terminingthetradeofs betweerresponsienesso changesn
congestiorandthe avoidanceof oscillationsor unnecessarily
abruptshiftsin the sendingrate. The discussiorin Section3
addressethesdradeofs anddescribeshefundamentatom-
ponentof the TFRCalgorithmsthatreconcilethem.

A third goal of this work is to build a solid basisfor the
developmentof congestiorcontrol for multicasttraffic. In a
large multicastgroup, therewill usually be at leastonere-
ceiver that hasexperienceda recentpaclet loss. If the con-
gestioncontrol mechanismsequirethat the senderreduces
its sendingrate in responseo eachloss, asin TCP then
thereis little potentialfor the constructionof scalablemul-
ticastcongestiorcontrol. Equation-basedongestiorcontrol
for multicasttraffic hasbeenan active areaof researchor
severalyears|RMR]. As we describein Section6, mary of
themechanism#n TFRC aredirectly applicableto multicast
congestiorcontrol.

2 Foundations of equation-basedcon-
gestioncontrol

The basicdecisionin designingequation-basedongestion
controlis to choosethe underlyingcontrol equation.An ap-
plicationusingcongestiortontrolthatwassignificantlymore
aggressie thanTCP could causestanationfor TCPtraffic if
bothtypesof traffic werecompetingn aFIFO queueatatime
of congestiofFF99. From[BCC* 98], a TCP-compatible
flow is definedasa flow that, in steady-stateiisesno more
bandwidththana conformanfT CPrunningundercomparable
conditions.For best-efort traffic competingwith TCPin the
currentinternet,in orderto be TCP-compatiblethe correct
choicefor the controlequationis the TCP responsdunction
describingthe steady-statsendingrateof TCP[Flo99].



From [PFTK9§, one formulation of the TCP response
functionis thefollowing:

S
R[22 + tgro(31/22)p(1 + 32p?)

ThisgivesanupperboundonthesendingateT in bytes/sec,
asafunctionof the paclet sizes, round-triptime R, steady-
statelosseventratep, andthe TCP retransmittimeoutvalue

trTO.

T

(1)

paper preservingsomeform of “f airness’againsicompeting
TCPtraffic alsodoesnot requiresucha drasticreactionto a
singlecongestiorindication.

For flows desiringsmootherchangesn the sendingrate,
alternatvesto TCPincludeAIMD congestiorcontrolmecha-
nismsthatdonotuseadecrease-by-hatéductionn response
to congestion.In DEChit, which wasalsobasedon AIMD,
flows reducedtheir sendingrateto 7/8 of the old valuein
responseo a packet drop[JRC87]. Similarly, in VanJacob-
son’s 1992revision of his 1988paperon CongestionAvoid-

An applicatiorwishingto sendessthanthe TCP-compatible gnceandControl[Jac8§, themainjustificationfor adecrease

sendingrate (e.g.,becaus®f limited demand)wvould still be

characterizeds TCP-compatibleHowever, if asignificantly

lessaggressie responséunctionwereused thenthelessag-

gressie traffic could encounterstanation when competing
with TCPtraffic in aFIFO queueln practice whentwo types
of traffic competein a FIFO queue,acceptablg@erformance
only resultsf thetwo traffic typeshave similarresponséunc-

tions.

For traffic that is not competingwith TCP traffic in a
FIFO queuehutis isolatedfrom TCPtraffic by somemethod
(e.g.,with perflow schedulingpr in aseparatéifferentiated-
serviceglassfrom TCPtraffic), applicationausingequation-
basedcongestioncontrol could make a different choicefor
the underlyingcontrol equation. Issuesaboutthe merits or
shortcoming®f variouscontrolequationgor equation-based
congestiorcontrolarean active researctareathatwe do not
addresdurtherin this paper

2.1 Viable congestioncontrol doesnot require
TCP

Thispapemroposesieploymentof acongestiortontrolalgo-
rithm thatdoesnotreduceits sendingratein half in response
to a single congestiorindication. Given that the stability of
thecurrentinternetrestson AIMD congestiorcontrolmech-
anismsin general,andon TCP in particular a proposalfor
non-AlMD congestiorcontrolrequiresjustificationin terms
of its suitability for the globalInternet.We discusgwo sepa-
ratejustifications,onepracticalandthe othertheoretical.

A practicaljustificationis thatthe principle threatto the
stability of end-to-enadtongestiortontrolin thelnternetcomes
notfrom flows usingalternateformsof TCP-compatibleon-
gestioncontrol, but from flows that do not useary end-to-
endcongestiorcontrolat all. For someof theseflows (e.g.,
large-scalemulticast,somereal-timetraffic), the only viable
possibilityfor end-to-encdtongestiorcontrolis a mechanism
thatrespondsessdrasticallyto asinglepacketdropthandoes
TCR

A moretheoreticajustificationis thatpreservinghe sta-
bility of the Internetdoesnot requirethatflows reducetheir
sendingrate by half in responséo a single congestiorindi-
cation. In particulay the prevention of congestioncollapse
simply requiresthatflows usesomeform of end-to-encton-
gestioncontrol to avoid a high sendingratein the presence
of ahigh pacletdroprate. Similarly, aswe will shav in this

termof 1/2 insteadof 7/8,in AppendixD of therevisedver

sion of the paper is that the performancepenaltyfor a de-

creasdermof 1/2is small. A relatedpapelfFHPO(Q includes
arelative evaluationof AIMD andequation-basedongestion
control.

3 The TCP-Friendly Rate Control
(TFRC) Protocol

Theprimarygoalof equation-basedongestiorcontrolis not
to aggressiely find anduseavailablebandwidth but to main-
tain arelatively steadysendingratewhile still beingrespon-
sive to congestion.To accomplishthis, equation-basedon-
gestioncontrolmakesthetradeof of refrainingfrom aggres-
sively seekingout availablebandwidthin the mannerof TCR
Thus,several of the designprinciplesof equation-basedon-
gestioncontrolcanbeseernin contrasto thebehaior of TCP

o Donotaggressiely seekoutavailablebandwidth.That
is, increasehesendingrateslowly in responséo ade-
creasen thelosseventrate.

¢ Do notreducethesendingratein half in responséo a
singlelossevent. However, do reducethe sendingrate
in half in responséo severalsuccessie lossevents.

Additional designgoalsfor equation-basedongestiorcon-
trol for unicasttraffic include:

e The recever shouldreport feedbackto the senderat
leastonce per round-trip time if it hasreceved ary
pacletsin thatinterval.

¢ If the senderhasnot received feedbackafter several
round-triptimes thenthesendeshouldreducédts send-
ing rate,andultimately stopsendingaltogether

3.1 Protocol Overview

Applying the TCP responsesquation(Equation(1)) asthe
control equationfor congestiorcontrol requiresthe follow-

ing:

e Theparameter# andp aredeterminedThelossevent
ratep mustbecalculatecattherecever, while theround-
trip time R could be measuredt eitherthe senderor



therecever. (Theothertwo valuesneededy the TCP
responsequationarethe flow’s paclet size s andthe
retransmitimeoutvaluet go, which canbeestimated
from R.)

e Therecever sendsitherthe parametep or the calcu-
lated value of the allowed sendingrate T' backto the
sender

e Thesendelincrease®r decreaseis transmissiomate
basednits calculationof 7.

For multicast,it makes sensefor the recever to deter
minetherelevantparameterandcalculatethe allowedsend-
ing rate.However, for unicastthefunctionalitycould be split
in a numberof ways. In our proposaltherecever only cal-
culatesp, andfeedsthis backto thesender

3.2 Senderfunctionality

In orderto usethecontrolequationthesendedetermineshe
valuesfor theround-triptime R andretransmitimeoutvalue
trTO-

The senderandrecever togetherusesequenceumbers
for measuringhe round-triptime. Every time the recever
sendgeedbackit echoeshesequencaumberfrom themost
recentdatapaclet, alongwith the time sincethatpaclet was
receved. In thisway the sendemeasuregheround-triptime
throughthe network.

The sendersmootheshe measuredound-triptime using
an exponentiallyweightedmoving average.This weightde-
terminegheresponsienes®f thetransmissiomateto changes
in round-triptime.

Thesendecouldderivetheretransmitimeoutvaluet gro
usingtheusualTCPalgorithm:

trro = SRTT + 4 x RTT,,,

whereRT'T,,. isthevarianceof RTT andS RT'T is theround-
trip time estimate.However, in practicetrro only critically
affects the allowed sendingrate when the paclet loss rate
is very high. Different TCPsusedrasticallydifferentclock
granularitiego calculateretransmitimeoutvalues soit is not
clear that equation-basedongestioncontrol can accurately
modela typical TCP. Unlike TCR TFRC doesnot usethis
valueto determinewvhetherit is safeto retransmitandsothe
consequencesf inaccurag arelessserious.In practicethe
simpleempiricalheuristicof t g0 = 4R worksreasonably
well to provide fairnesswith TCP

The senderobtainsthe value of p in feedbackmessages
from therecever atleastonceperround-triptime.

Every time a feedbackmessages receved, the sender
calculatesa new valuefor the allowed sendingrateT' using
thecontrolequation.If theactualsendingateT, iyq IS l€SS
thanT, thesendemayincreaseéts sendingate.

If Tyeruar 1S greatethanT, the sendemustdecreaséhe
sendingrate.We have severalchoiceshere:

¢ Decreaseexponentially. Experimentsshow thatthis
is undesirabldecausét caninvolve decreasingo less
thanT, andthe resultingundershooteadsto oscilla-
tory behaior.

o DecreasaowardsT'. This mightwork, but thereis al-
readysignificantdampingintroducedin the measure-
mentof p andin the smoothingof R, and so addi-
tionaldampingonly confuseghe effectsof theexisting
dampingwithout changinghe behaior significantly

e Decreaseto T'. This workswell, andis the behavior
usedin all theresultspresentedh this paper

3.3 Recever functionality

The recever providesfeedbackto allow the senderto mea-
suretheround-triptime (RTT). The recever alsocalculates
the losseventratep, andfeedsthis backto the sender The
calculationof the loss eventrateis one of the mostcritical
partsof TFRC,andthe partthathasbeenthroughthelargest
amountof evaluationand designiteration. Thereis a clear
trade-of betweenmeasuringhe losseventrate over a short
periodof time andbeingableto respondrapidly to changes
in the available bandwidth,versusmeasuringover a longer
periodof time andgettinga signalthatis muchlessnoisy.

Themethodof calculatingthelosseventratehasbeenthe
subjectof muchdiscussiorandtesting,andoverthatprocess
severalguidelineshave emeged:

e The estimatedoss event rate shouldtrack relatively
smoothlyin anenvironmentwith a stablesteady-state
losseventrate.

e Theestimatedossrate shouldmeasurehe loss event
rate ratherthanthe pacletlossrate,wherealoss event
canconsistof several pacletslost within a round-trip
time. Thisis discussedh moredetailin Section3.5.1.

e Theestimatedosseventrate shouldrespondstrongly
to losseventsin severalsuccessie round-triptimes.

e The estimatedoss eventrate shouldincreaseonly in
responséo a new lossevent. (We notethatthis prop-
erty is not satisfiedby someof the methodsdescribed
belown.)

¢ Letalossinterval be definedasthe numberof pack-
etsbetweenossevents. The estimatedosseventrate
shoulddecreas®enly in responséo anew lossintenal
thatis longerthanthepreviously-calculatedveragepr
asufiiciently-longintenal sincethelastlossevent.

Olvious methodswe looked atincludethe EWMA Loss
Interval method,the DynamicHistory Window method,and
the Averagel oss Internval methodwhich is the methodwe
chose.



e The EWMA Loss Internval methodusesan exponen-
tially weightedmoving averageof thenumberof pack-
etsbetweenossevents. Dependingon the weighting,
this eitherputstoo muchweighton the mostrecentin-
tenal, or takestoo much history into accountand is
slow to reactto realchanges.

e The Dynamic History Window methodusesa history
window of pacletswhoselengthis determinedy the
currenttransmissiorrate. This suffers from the effect
that even with a perfectly periodic loss pattern,loss
eventsenteringandleaving thewindow causechanges
to the measuredossrate,andhenceaddunnecessary
noiseto thelosssignal.

e TheAveragelossInterval methodcomputeghe aver-
agelossrate over the lastn lossintervals. By itself,
the naive Averagel.oss Interval methodsuffers from
two problems:itheinterval sincethemostrecentiossis
notnecessarilareflectionof theunderlyinglossevent
rate,andtherecanbe sudderchangesn the calculated
rate dueto unrepresentate lossintenals leaving the
n intervals we're looking at. Theseconcernsare ad-
dressedbelow.

The full AveragelLoss Interval methoddiffers from the
naiweversionin severalways.Let s; bethenumberof paclets
in thei-th mostrecentossinterval, andlet themostrecentn-
tenal so bedefinedastheinterval containingthe pacletsthat
have arrivedsince the last loss. Thefirst differenceaddresses
themostrecentlossintenal sq. Whenalossoccurstheloss
interval thathasbeensy, now becomess, all of the follow-
ing lossintenals are correspondinghshifteddown one,and
thenew lossinterval sqg is empty As sq is notterminatecby a
loss, it is differentfrom theotherlossintenvals. It is important
to ignoresy in calculatingthe averagelossinterval unlesssg
is large enoughthatincludingit would increasahe average.
This allows the calculatedossintenval to track smoothlyin
anervironmentwith a stablelosseventrate.

Thesecondlifferencefrom the naive methodreduceghe
suddenchangesn the calculatedossrate that could result
from unrepresentate lossintervalsleaving the setof lossin-
tenalsusedto calculatethelossrate. Thefull Averagel.oss
Interval methodtakesa weightedaverageof the lastn inter
vals,with equalweightsfor themostrecentn /2 intervalsand
smallerweightsfor olderintervals. Thusthe averagdossin-
tenal 5 is calculatedasfollows:

for weightsw;:
wi=1, 1§i§n/2,

and
i—n/2

- 2<i<n.
FYCENL nf2<i<n

w; =
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Figure 1: Weightedintervals betweenossusedto calculate
lossprobability.

Forn = 8, this givesweightsof: wq,ws, w3, wy = 1; ws =
0.8; wg = 0.6; w7 = 0.4; andwg = 0.2.

Thefull Averagd ossintenval methodalsocalculates,,.,,
whichis theaveragdossinterval calculatedbver intervals so
to s,,—1 ratherthanovers; to s,

n—1
5 _ Zi: Wi+18;
new — n

D iy Wi

To include s¢ only at the correcttimes,asdiscussedbove,
thevalueactuallyusedfor the averagdossinterval is

max (3, §pew)

Thesensitvity to noiseof thecalculatedossratedepends
on the value of n. In practicea valueof n = 8, with the
mostrecentfour samplessquallyweighted,appeardo be a
lower boundthatstill achievesareasonabléalancebetween
resilienceto noiseandrespondingyuickly to realchangesn
network conditions. Section4.4 describesxperimentsthat
validatethevalueof n = 8. However, we have not carefully
investigatedilternatvesfor therelative valuesof theweights.

Becausdhe Averagel ossinterval methodaveragesover
anumbeiof lossintervals,ratherthanoveranumberof paclet
arrivals, the nave Averageloss Interval methodresponds
reasonablyapidly to a suddernincreasdan congestionput is
slow to respondto a suddendecreasén the lossrate. For
this reasonwe deploy history discountingasa componenbf
thefull Averagd_ossinterval methodto allow amoretimely
responseo a sustainediecreasén congestion.History dis-
countingis usedby the TFRCrecever aftertheidentification
of a particularlylong intenal sincethe last droppedpaclet,
to smoothlydiscountthe weightgivento olderlossintervals.

Thedetailsof the discountingmechanisnareasfollows:
If so > 23(;>1), thenthe mostrecentlossintenval s, is con-
siderablylongerthanthe recentaverage andthe weightsfor



the olderlossintervals arediscountectorrespondingly The
weightsfor the older lossintervals are discountedby using
thefollowing discountfactor:

25,
d; = max (0.5, %) , for i>0,
0

do =1.

The lower boundof 0.5 on the discountfactor ensureghat
pastlosseswill never be completelyforgotten,regardlessof
thenumberof pacletarrivalssincethelastloss.

When history discountingis invoked, this givesthe fol-
lowing estimatedossinterval:

n—1
Yoo diwig1s;
iz TP
Doim1 i 1w

Whenlossoccursandtheold interval sq is shiftedto s, then
the discountfactorsarealsoshifted,sothatonceaninterval

is discountedit is never un-discountedandits discountfac-
tor is neverincreasedln normaloperationjn the absencef

history discountingd; = 1 for all valuesof i. We do notde-
scribeall the detailsof the history discountingmechanisnin

this paper but the readeris referredto NS for a detailedim-

plementatiort. History discounting(alsocalledproportional
deweighing)is describedn more detail in [Wid0Q] in Sec-
tions3.7and4.8.1.

§=

3.3.1 lllustrating the recever’'sestimatedlossrate
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Figure 2: lllustration of the Averageloss Interval method
with idealizedperiodicloss.

Figure2 shavs a simulationusingthe full Averagel.oss
Interval methodfor calculatingthe lossevent rate at the re-
ceiver. Thelink lossrateis 1% beforetime 6, then10% until
time 9, andfinally 0.5%until the endof therun. This simula-
tion is ratherunrealisticbhecausehelossis periodic,but this
illustratesthe mechanisnmoreclearly,

1The history discountingmechanisnis in the procedureestloss()in the
file tfrc-sink.ccin the NS distribution.

For the top graph, the solid line shavs the numberof
pacletsin the mostrecentlossinterval, ascalculatedby the
recever onceperround-triptime beforesendinga statusre-
port. Thesmootheidashedine shavstherecever’s estimate
of the averagelossinterval. The middle graphshaovs there-
ceiver's estimatedoss eventrate p, which is simply the in-
verseof theaveragdossinterval, alongwith  /p. Thebottom
graphshaws the senders transmissiorrate which is calcu-
latedfrom p.

Severalthingsarenoticeabldrom thesegraphs:

o Beforet=6, the lossrateis constantandthe Average
Loss Interval methodgives a completelystablemea-
sureof thelossrate.

o Whenthe lossrate increasesthe transmissiorrate is
rapidly reduced.

e Whenthelossratedecreaseghe transmissiomatein-
creasef asmoothmannerwith nostepincreasesven
whenolder(10paclet)lossintervalsareexcludedfrom
thehistory With naivelossinterval averagingwve would
have seenundesirablestep-increasem the estimated
lossinterval, andhencein thetransmissiomate.

3.4

Oneof thegoalsof the TFRC protocolis to avoid the charac-
teristicoscillationsin the sendingratethatresultfrom TCP’s
AIMD congestiorcontrol mechanismsin controlling oscil-
lations, a key issuein the TFRC protocol concernsthe re-
sponsefunction’s specificationof the allowed sendingrate
asinverselyproportionalto the measuredRTT. A relatively
promptresponséo changesn the measuredound-triptime
is helpful to prevent flows from overshootingthe available
bandwidthafter an uncongestegberiod. On the otherhand,
an over-promptresponsdo changesn the measuredound-
trip time canresultin unnecessargscillations.

If thevalueof the EWMA weightfor calculatingtheaver-
ageRTT is setto asmallvaluesuchas0.1(meaninghat10%
of theweightis on the mostrecentsample)thenTFRC does
notreactstronglyto increasein RTT. In thiscasewetendto
seeoscillationswhena smallnumberof TFRCflows sharea
high-bandwidtHink with DropTail queuing;the TFRCflows
overshootthe link bandwidthandthenexperienceloss over
several RTTs. Theresultis thatthey bacloff togetherby a
significantamount,andthenall startto increaseheir rateto-
gether This is shaovn for a single flow in Figure 3 aswe
increasdhe buffer sizein DummynetRiz98]. Althoughnot
disastrousthe resultingoscillationis undesirabldor appli-
cationsand can reducenetwork utilization. This is similar
in somerespectgo the global oscillationof TCP congestion
controlcycles.

If the EWMA weightis setto a high valuesuchas0.5,
then TFRC reducests sendingrate strongly in responsdo
anincreasdn RTT, giving a delay-basedongestioravoid-
ancebehaior. However, becaus¢hesendersresponsés de-

Impr oving Stability
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Figure 3: Oscillationsof a TFRC flow over Dummynet,
EWMA weight0.05for calculatingthe RTT.
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Figure4: TFRCflow over Dummynet:oscillationsprevented

layedandthe sendingrateis directly proportionalto 1/ R, it

is possiblefor short-termoscillationsto occur, particularly
with DropTail queues.While undesirabletheseoscillations
tendto belessof a problemthanthe oscillationswith smaller
valuesof the EWMA weight.

Whatwe desireis a middle ground,wherewe gainsome
short-termdelay-baseadongestionavoidance,but in a form
thathaslessgainthansimply makingthe rateinverselypro-
portionalto the mostrecentRTT measurementTo accom-
plishthis, we usea smallvaluefor the EWMA weightin cal-
culatingthe averageround-triptime R in Equation(1), and
apply the increaseor decreasdunctionsasbefore,but then
settheinterpaclet-spacingsfollows:

SV Ro

tinter—packet = T+ M

where Ry is the mostrecentRTT sample,and M is the av-
erageof the square-root®f the RTTs, calculatedusing an
exponentiallyweightedmoving averagewith the sametime
constantve useto calculatehemeanRTT. Thus,we gainthe
benefitsof short-termdelay-basedongestioravoidance put
with a lower feedbacKoop gain so that oscillationsin RTT
dampthemselesout,asshavn in Figure4. Theexperiments
in Figure3 did notusethisadjustmento theinterpacletspac-

ing.

3.4.1 Slowstart

Theinitial rate-basedlow-startprocedureshouldbe similar
to the window-basedslow-startprocedureollowed by TCP
wherethesenderoughlydoublests sendingateeachround-
trip time. However, TCP’s ACK-clock mechanisnprovidesa
limit on the overshootduring slow start. No morethat two

outgoing paclets can be generatedor eachacknavledged
datapaclet, so TCP cannotsendat morethantwice the bot-
tlenecklink bandwidth.

A rate-basegrotocoldoesnothavethisnaturalself-limiting
property andso a slow-startalgorithmthatdoublesits send-
ing rate every measuredRTT can overshootthe bottleneck
link bandwidthby significantlymorethanafactorof two. A
simple mechanisnto limit this overshootis to have the re-
ceiver feedbackthe ratethat pacletsarrived at the recever
duringthelastmeasuredRTT. If lossoccursslowstartis ter-
minated but if lossdoesnt occurthe sendessetsits rateto:

Tactual,i—i—l = min (2Tactual,i; 2TTecei'ued,i)

This limits the slow-startovershooto be no worsethanthat
of TCP

Whenthe lossoccursthat causesslowstartto terminate,
thereis no appropriatdoss history from which to calculate
thelossfractionfor subsequenRTTs. Theinterval until the
firstlossis notvery meaningfulastheratechangesorapidly
during this time. The solutionis to assumehat the correct
initial datarateis half of the rate when the loss occurred,
the factor of one-halfresultsfrom the delayinherentin the
feedbackoop. We thencalculatethe expectediossinterval
thatwould berequiredto producethis datarate,andusethis
syntheticlossinterval to seedthe history mechanism.Real
loss-intenal datathenreplaceshis syntheticvalue whenit
becomesvailable.

3.5 Discussionof protocolfeatures
3.5.1 LossFraction vs. LossEvent Fraction

The obviousway to measurdossis asa lossfraction calcu-
latedby dividing the numberof pacletsthatwerelost by the
numberof pacletstransmitted.However this doesnot accu-
ratelymodeltheway TCPrespondso loss. Differentvariants
of TCP copedifferentlywhenmultiple pacletsarelost from
awindow; TahoeNewReno,andSackTCPimplementations
generallyhalve the congestionwindow oncein responsdo
severallossesn awindow, while RenoTCPtypically reduces
thecongestiorwindow twicein responsé¢o multiplelossesn
awindow of data.

WhererouterauseRED queuemanagementultiple paclet
dropsin a window of dataarelesscommon,but with drop-
tail queuemanagemenit is commonfor several pacletsin
thesameound-trip-timeto belostwhenthequeueoverflows.
Thesemultiple dropscanresultin multiple packetsdropped
from awindow of datafrom a singleflow, resultingin a sig-
nificantdifferencebetweerthelossfractionandthelossevent
fractionfor thatflow.

Becausewe aretrying to emulatethe bestbehaior of a
conformantTCP implementationwe measurdossasa loss
event fraction. Thusweexplicitly ignorelosseswithin around-
trip time thatfollow aninitial loss,andmodelatransporfro-
tocolthatreducests window at mostoncefor congestiomo-



tificationsin onewindow of data. This closely modelsthe
medhanismusedby mostTCP variants.

To seehow theloss-&entfractiondiffersfrom theregular
lossfractionin the presencef randompaclet loss,consider
aflow thatsendsV pacletsperround-triptime,andassume
Bernoullilossmodelwith lossprobability p;,,;. The proba-
bility thatatleastonepacletis lostin agivenround-triptime
is1— (1= poss)”. Thereforetheloss-aentfractionpeyent,
calculatedasnumberof losseventsper paclet sent,is given
by:

_ 1- (1 _ploss)N
Devent = N

Note that for a fixed loss probability;, the fasterthe sender
transmits,the lower the loss-&ent fraction. However, the
sendingateis determinedy the congestiorcontrolscheme,
andso itself dependon pe,en:. FOr avery high losservi-
ronmentwherethe congestiorwindow is rarely higherthan
one,andfor alow losservironmenttherewill belittle differ-
encebetweerthe paclet lossrateandthe losseventratefor
aflow. However, for a moderatdosservironmentwherethe
congestiorwindow is usuallyhigherthanone,thereis some
differencebetweerthetwo. A moreformal discussiorof this
problemis presented [RR99.
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Figure5: Loss-&entsperpacletasafunctionof lossproba-
bility anderrorin the calculatedransmissiomate

Figure5 shavstheloss-eentfractionasafunctionof loss
probabilityfor a flow thatobeys Equation(1), andalsofor a
flow transmittingat twice this rate and a flow transmitting
at half this rate. From Equation(1), for a TCP retransmit
timeoutvaluet gro of ARTT, theaveragewindow size N as
afunctionof p;,,s is asfollows:

N = 1
B [ 2pioss +12 3Ploss (1 + 3292 )
3 8 DPioss Pioss

Givenpy,ss, it is thenpossibleto calculatepe ey for window
sizesN, 2N, andN/2, for flowstransmittingatthecalculated
rate,twice thisrate,andhalf therate,respectrely.

As Figure5 shaws, for high andlow loss ratesthe dif-
ferencebetweenp;,ss andpeyent is small. For moderatdoss
ratesthedifferencebetweerp;, ;s andpq,..;: canbeat most
10%for theseflows. Thus,for congestion-controlleflows,

(@)

thedifferencen themeasuredosseventrateis notvery sen-
sitive to variationsaboutthe correctdatarate.

Theversionof the TCPresponséunctionin Equation(1)
is basedn somerespect®n thelosseventrate,andin other
respecton the paclet lossrate. In particular the response
functionin Equation(1) modelsRenoTCP, wheremultiple
lossesin a window causea retransmissiotimeout. Ideally,
thisresponséunctionwouldbereplacedvith aTCPresponse
function basedon a model of Sack TCP and on loss event
ratesratherthanon pacletdroprates.

3.5.2 Increasingthe TransmissionRate

Oneissueto resoheis how to increasghesendingratewhen
therategivenby the controlequationis greaterthanthe cur-
rentsendingrate. As the lossrateis not independenof the
transmissiorrate, to avoid oscillatory behaior it might be
necessaryo provide dampingperhapsn theform of restrict-
ing theincreasdo besmallrelative to the sendingrateduring
theperiodthatit takesfor the effect of the changeo shav up
in feedbackhatreacheshe sender

In practice the calculationof thelossrateby the method
above providessuficient damping,andthereis little needto
explicitly boundthe increase. As shavn in AppendixA.1,
given a fixed RTT and no history discounting,the increase
in transmissiomateis limited to about0.14 pacletsperRTT
every RTT (usingEquationl).

An increaseén transmissiomatecanresultfrom theinclu-
sionof new pacletsin themostrecentinter-lossinterval atthe
recever. If A isthenumberof pacletsin theTFRCflow’s av-
eragdossinterval, andw is thefractionof theweighton the
mostrecentlossinterval, thenthe transmissiorrate cannot
increaseéoy morethand paclets/R'T every RTT, where:

op = 1.2( A+w1.2\/Z—\/Z>

Thederivationis givenin AppendixA.1 assuminghesimpler
TCPresponséunctionfrom [MF97] for thecontrolequation.
This behaior hasbeenconfirmedin simulationswith TFRC.
Thisbehaior hasalsobeemumericallymodeledor the TCP
responsdunctionin Equation(1), giving similar resultsfor

low loss-rateervironmentsbut with significantly lower in-

creaseatesin highloss-rateervironments.

As changesn measureRTT arealreadydampedusing
anEWMA, evenwith themaximumhistorydiscountingqw =
1), thisincreaseaatedoesnot exceedonepaclketperRTT ev-
ery RTT, whichis therateof increaseof a TCP flow in con-
gestionavoidancemode.

3.5.3 Theresponsdo persistentcongestion

Simulationsin AppendixA.2 show that,in contrastto TCP,

TFRCrequiresrom threeto eightround-triptimesto reduce
its sendingratein half in responsdo persistentongestion.
As discussedn AppendixA.1, this slover responseo con-
gestionis coupledwith a slower increasen the sendingrate



thanthatof TCR In contrastto TCP's increaseof the send-
ing rateby onepaclet/RTT for every round-triptime without

congestionTFRCgenerallydoesnotincreasets sendingate
at all until a longerthan-arerageperiod haspassedvithout

congestion.At that point, given an ervironmentwith stable
round-triptimes, TFRC increaseghe sendingrate by 0.14
pacletsperround-trip; afteran extendedabsencef conges-
tion, TFRCbeginsto increasats sendingateby 0.28paclets
perround-triptime. Thusthe milder decreasef TFRCin re-

sponseto congestionis coupledwith a considerablymilder

increasan theabsenc®f congestion.

4 Experimental Evaluation

We have tested TFRC extensvely acrossthe public Inter
net,in the Dummynetnetwork emulator[Riz98], andin the
ns network simulator Theseresultsgive us confidencehat
TFRCis remarkablyfair whencompetingwith TCP traffic,
thatsituationswhereit performsvery badlyarerare,andthat
it behareswell acrossa very wide rangeof network condi-
tions. In the next section,we presenta summaryof nssim-
ulationresults,andin section4.3 we look at behaior of the
TFRCimplementatiorover Dummynetandthe Internet.

4.1 Simulation Results

3 g Number of Flows
Link Rate (Mb/s) 16 33 = (TCP +TFRC)
v 2
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Figure6: TCPflow sendingatewhile co-existingwith TFRC

To demonstrat¢hatit is feasibleto widely deploy TFRC
we needto demonstratéhatit co-existsacceptablyvell when
sharingcongestetbottleneckof mary kindswith TCPtraffic
of differentflavors. We alsoneedto demonstrat¢hatit be-
haveswell in isolation,andthatit performsacceptablyover
awide rangeof network conditions.Thereis only spacehere
for a summaryof our findings, but we refer the interested

readerto [Pad0Q for moredetailedresults,andto the simu-
lator codein thens distribution.

Figureé6 illustratesthefairnesof TFRCwhencompeting
with TCP Sacktraffic in both DropTail andRED queues.In
thesesimulations: TCPandn TFRCflows sharea common
bottleneck;we vary the numberof flows andthe bottleneck
bandwidth andscalethe queuesizewith thebandwidth.The
graphshows the meanTCP throughputover the last 60 sec-
ondsof simulation,normalizedsothata valueof onewould
beafair shareof thelink bandwidth.The network utilization
is always greaterthan 90% and often greaterthan 99%, so
almostall of the remainingbandwidthis usedby the TFRC
flows. Thesefiguresillustratethan TFRC and TCP co-exist
fairly acrossa wide rangeof network conditions,and that
TCP throughputis similar to whatit would be if the com-
petingtraffic wasTCPinsteadof TFRC.
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Figure7: TCPcompetingwith TRFC,with RED.

The graphsdo show thatthereare somecaseqtypically
wherethe meanTCPwindow is very small) whereTCP suf-
fers. This appeardo be becausel CP is more bursty than
TFRC. Whenwe modify TFRC to sendtwo paclets every
two inter-pacletintervals, TCPcompetesnorefairly in these
cases.However this is not somethingwe would recommend
for normaloperation.

Although the meanthroughputof the two protocolsis
rathersimilar, the variancecanbe quite high. This is illus-
tratedin Figure7 which shavs the 15Mb/sdatapointsfrom
Figure6. Eachcolumnrepresenttheresultsof asinglesimu-
lation,andeachdatapointis thenormalizedneanthroughput
of asingleflow. Typically, the TCP flows have highervari-
ancethanthe TFRCflows, but if we replaceall theflowswith
TCP flows this variancedoesnt changegreatly In general,
the variancebetweenflows increasesas the bandwidthper
flow decreasesThis is to be expectedas Equation(1) indi-
catesthat TCP (andhencealso TFRC) becomesnoresensi-
tiveto lossasthelossrateincreasesyhichit mustdoatlower
bandwidths.

We have alsolooked at TahoeandRenoTCP implemen-
tationsandatdifferentvaluesfor TCP’stimergranularity Al-
thoughSackTCP with relatively low timer granularitydoes
betteragainstTFRC thanthe alternatves, their performance
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Figure8: TFRCandTCPflowsfrom Figure6, for n = 16.

is still quiterespectable.

Figure8 shavsthethroughpufor eightof theflows (four
TCR four TFRC) from Figure 6, for the simulationswith a
15Mb/sbottleneckand 32 flows in total. The graphsdepict
eachflow’s throughputon the congestedink duringthe sec-
ond half of the 30-secondsimulation,wherethe throughput
is averagedover 0.15secintervals; slightly morethanatyp-
ical round-triptime for this simulation. In addition,a 0.15
secinterval seemgo be plausiblecandidatfor a minimum
interval over which bandwidthvariationswould begin to be
noticeableto multimediausers?

Figure8 clearlyshavsthemainbenefitfor equation-based
congestiortontrolover TCP-stylecongestiorcontrolfor uni-
caststreamingmedia,whichis therelatve smoothnesm the
sendingrate. A comparisorof the RED andDrop-Tail sim-
ulationsin Figure8 alsoshavs how the reducedqueuingde-
lay andreducedound-triptimesimposedby RED requirea
higherlossrateto keeptheflowsin check.

4.1.1 Performanceat various timescales

We areprimarily interestedn two measure®f performance
of the TFRC protocol. First, we wish to comparehe average
sendratesof a TCPflow anda TFRCflow experiencingsim-
ilar network conditions. Secondwe would like to compare
the “smoothnessdf thesesendrates.ldeally, we would like
for aTFRCflow to achieve thesameaveragesendrateasthat

2The simulationsin Figure 8 were run with RED queuemanagement
on the 15 Mbps congestedink, with the RED parameterset as follows:
min_thresh is setto 25 paclets, max_thresh is setto five times min_thresh,
maxp is setto 0.1,andthegentle. parameteis setto true.

of aTCPflow, andyet have lessvariability. Thetimescaleat
which the sendratesaremeasuredffectsthe valuesof these
measuresThus,we first definethe sendrateof a givendata
flow F attime ¢, measurectatimescale):

sx pacletssentby F betweent andt + §
Ré,F(t) = 5 )
for s the paclet sizein bytes. We characterizeéhe sendrate
of the flow betweentime t; andt;, wheret; = ty + nd,
by thetime series:{ Rs,r (to + i * 6)};_,. Thecoeficientof
variation (CoV), which is the ratio of standarddeviation to
the average,of this time seriescanbe usedasa measureof
variability [Jai9] of thesendingrateof theflow attimescale
d. A lowervalueimpliesa smootherflow.
To comparethe sendratesof two flows at a giventime
scalewe definetheequivalenceattime ¢:

. [ Rsa(t) Rsyp(t)
€5,a,5(t) = min (Ré,b(t) ’ Ra,a(t)> ’

Rs,4(t) >0 or Rs(t) >0

Takingtheminimumof thetwo ratiosensureghattheresult-
ing valueremainshetweerD andl. Notethattheequivalence
of two flows atagiventime is definedonly whenatleastone
of the two flows hasa non-zerosendrate. The equivalence
of two flows betweertime t, andt; canbe characterizedy

thetime series:{es,q,5(to + @ * 5)}?:0. Theaveragevalueof

the definedelementsof this time seriesis calledthe equia-

lenceratio of the two flows at timescalej. The closerit is

to 1, themore“equivalent” the two flows are. We chooseto

take averageinsteadof the medianto capturethe impactof

ary outliersin the equivalencetime series.We cancompute
the equivalenceratio betweera TCP flow anda TFRC flow,

betweentwo TCP flows or betweentwo TFRC flows. Ide-

ally, the ratio would be very closeto 1 over a broadrangeof

timescaledbetweerntwo flows of the sametype experiencing
thesamenetwork conditions.

®3)

(4)

4.1.2 Performancewith long-duration background traf-
fic
For measuringthe steadyperformanceof the TFRC proto-
col, we considetthe simplewell-known singlebottleneckor
“dumbbell”) simulationscenario. The accesdinks are suf-
ficiently provisionedto ensurethatary paclet drops/delays
dueto congestioroccuronly atthe bottleneckbandwidth.
We consideredeveralsimulationscenarioshut illustrate
hereascenariawith abottleneckbandwidthof 15Mbpsanda
RED queue? To plot thegraphswe monitortheperformance

3The bottleneckdelay is 50ms, paclet size is 1000 bytes, the bottle-
neckqueueruns RED with gentle enableda total buffer of 100 paclets, a
minthresh of 10 andamaxthresh of 50. Thereare16 SACK TCPand
16 TFRCflows. The simulationdurationis 150 secondsandtheresultsare
from the last 100 secondsof the simulation. The round-triptime of each
flow, excludingthe queuingdelay is random uniformly distributedbetween
80 and120 milliseconds.The flows are startedat randomtimes, uniformly
distributedbetweerD and10 seconds.



of oneflow belongingto eachprotocol. The graphsarethe
resultof averagingl4 suchruns,andthe 90% confidencen-

tervals are shavn. The lossrate obsenred at the bottleneck
routerwasabout0.1%.
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Figure9 showvs the equivalenceratiosof TCPandTFRC
asa function of the timescaleof measurementCurvesare
shavn for the meanequivalenceratio betweerpairsof TCP
flows, betweenpairs of TFRC flows, and betweenpairs of
flows of differenttypes. The equivalenceratio of TCP and
TFRCis betweerD.6to 0.8 overabroadrangeof timescales.
The measuredgor TFRC pairsand TCP pairsshow that the
TFRCflowsare“equivalent’to eachotheronabroaderange
of timescalegshanthe TCPflows.

Figure 10 shavs thatthe sendrateof TFRCis smoother
thanthat of TCP over a broadrangeof timescalesBoth this
andthebetterTFRC equialenceratio aredueto thefactthat
TFRC respondnly to the aggregateloss rate, and not to
individual lossevents.

From thesegraphs,we concludethatin an ervironment
dominatedby long-durationflows, the TFRC transmission
rateis comparablégo that of TCP, andis smootherthanan
equialentTCP flow acrossalmostary timescalethat might
beimportantto anapplication.

4.1.3 Performance with ON-OFF flows as background
traffic

In this simulationscenariowe modelthe effectsof compet-
ing web-like traffic (very smallTCP connectionssomeUDP
flows). It hasbeenreportedin [PKC9q that WWW-related
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traffic tendsto be self-similarin nature.In [WTSW95],it is
shavn that self-similartraffic may be createdby using ser-
eral ON/OFFUDP sourcesvhoseON/OFFtimesaredravn
from heary-tailed distributions such as the Paretodistribu-
tion. Figuresl1-13presentesultsfrom simulationsn which
we simulatesuchbackgroundraffic. ThemeanON timeis 1
secondandthe meanOFFtimeis 2 secondsandduring ON
time eachsourcesendsat 500Kbps. The numberof simul-
taneousconnectionds varied between50 and 150 and the
simulationis run for 5000secondsTheresultsareaverages
of 10runs.ThebottlenecHink characteristicarethesameas
in the previoussimulation. Therearetwo monitoredconnec-
tions: a long-durationTCP connectionand a long-duration
TFRC connectionWe measurehe sendrateson several dif-
ferenttimescalegandshow theresultsin Figures12 and13.
Thesesimulationsproducea wide rangeof lossrates,as
shawvn in Figure11. Fromthe resultsin Figure 12, we can
seethatat low lossratesthe equivalenceratio of TFRC and
TCP connectionds between0.7 to 0.8 over a broadrange
of timescaleswhich is similar to the steady-statease. At
higher loss ratesthe equivalenceratio is low at all but the
longesttimescalebecauspacletsaresentsorarely, andary
interval in which only oneof theflow sendso pacletsgives
avalueof zeroin theequialenceime serieswhile theinter-
valsin which neitherflow sendsary pacletsarenotcounted.
Thistendsto resultin alowerequialenceratio. However, on
longtimescalesevenat40%Iloss(1500N/OFFsources)the
equialenceatiois still 0.4, meaninghatoneflow getsabout
40%morethanits fair shareandoneflow got40%less.Thus
TFRCis seento be comparabléo TCP over a wide rangeof
lossratesevenwhenthebackgroundraffic is very variable.

Figurel3shavsthatthesendrateof TFRCis muchsmoother

thanthe sendrate of TCR especiallywhenthe lossrateis
high. Notethatthe CoV for bothflows is muchhighercom-
paredto the valuesin Figure 10 at comparablgimescales.
This is dueto the hight lossratesandthe variablenatureof
backgroundraffic in thesesimulations.

4.2 Effectsof TFRC on queuedynamics

BecauseTFRC increasests sendingrate more slowly than
TCR andrespondsnoremildly to asinglelossevent,it isrea-
sonableto expectqueuedynamicswill be slightly different.
However, becausd@ FRC’s slow-startprocedurendlong-term
responseo congestionare similar to thoseof TCR, we ex-
pect somecorrespondencbetweenthe queueingdynamics
imposedby TRFC, andthe queueingdynamicsimposedby
TCPR

Figurel4shavs40long-livedflows,with starttimesspaced
outoverthefirst 20 secondsThe congestedink is 15 Mbps,
andround-triptimesareroughly45ms. 20%of thelink band-
width is usedby short-lived, “background”"TCP traffic, and
thereis a smallamountof reverse-pathraffic aswell. Each
graphin Figurel4 shavsthequeusesizeatthecongestedink.
In thetop graphthelong-livedflows are TCP, andin the bot-
tom graphthey are TFRC. Both simulationshave 99% link
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utilization; the paclet drop rate at the link is 4.9% for the
TCP simulations,and 3.5% for the TFRC simulations. As
Figure 14 shaws, the TFRC traffic doesnot have a negative
impacton queuedynamicsn this case.

We have run similar simulationswith RED queueman-
agementyith differentlevelsof statisticaimultiplexing, with
a mix of TFRC and TCP traffic, and with different levels
of backgroundraffic andreverse-pathraffic, andhave com-
paredink utilization,queueoccupanyg, andpacketdroprates.
While we have not donean exhaustve investigation partic-
ularly at smallertime scalesand at lower levels of link uti-
lization, we do not seea negative impacton queuedynamics
from TFRCtraffic.

4.3

We have implementedhe TFRC algorithm, and conducted
mary experimentsto explore the performanceof TFRC in
the Internet. Our testsincludetwo differenttranscontinental

Implementation results
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Figurel4: 40long-livedTCP(top)andTFRC(bottom)flows,
with Drop-Tail gueuemanagement.

links, andsitesconnectedy a microwavelink, T1 link, OC3
link, cablemodem,anddial-up modem. In addition, condi-
tions unavailableto us over the Internetwere testedagainst
real TCP implementationgn Dummynet. Full detailsof the
experimentsareavailablein [Wid0Q].
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Figure 15: Three TCP flows and one TFRC flow over the

Internet.

To summariseall the results, TFRC is generallyfair to
TCPtraffic acrosghe wide rangeof network typesandcon-
ditions we examined. Figure 15 shows a typical experiment
with three TCP flows and one TFRC flow running concur
rently from Londonto Berkeley, with the bandwidthmea-
suredoverone-seconéhtenals. In this casethetransmission
rateof the TFRCflow is slightly lower, on average thanthat
of the TCPflows. At the sametime, the transmissiorrate of
theTFRCflow is smoothwith alow variancejn contrastthe
bandwidthusedby eachTCP flow variesstronglyevenover
relatively shorttime periods,asshowvn in Figure17. Com-
paringthis with Figure 13 shows that, in the Internet,both
TFRCand TCP performvery similarly to the lightly loaded
(50 sources)'ON/OFF” simulationervironmentwhich had
lessthan1%loss. Thelossratein theselnternetexperiments
rangesfrom 0.1%to 5%. Figure 16 shows that fairnessis
alsorathersimilar in therealworld, despitethe Internettests
beingperformedwith lessoptimal TCP stacksthanthe Sack
TCPin thesimulations.

Wefoundonly afew conditionswhereTFRCwaslessfair
to TCPor lesswell behaed:

¢ In conditionswherethe network is overloadedso that
flowsachieve closeto onepaclketperRTT, it is possible
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for TFRCto getsignificantlymorethanits fair shareof
bandwidth.

e SomeTCP variantswe testedagainstexhibited unde-
sirablebehaior thatcanonly bedescribeds“buggy”.

¢ With anearlierversionof the protocolwe experienced
whatappearso be areal-world exampleof a phaseef-
fect over the T1 link from Nokia whenthe link was
heavily loaded.

The first conditionis interestingbecausen simulations
we do not normally seethis problem. This issueoccursbe-
causeatlow bandwidthsausedy highlevelsof congestion,
TCP becomesnoresensitve to lossdueto the effect of re-
transmissiortimeouts.The TCPthroughputquatiormodels
theeffectof retransmissiotimeoutsmoderatelywell, but the
trro (TCP retransmissortimeout) parameteiin the equa-
tion cannotbe chosenaccurately The FreeBSDTCP used
for our experimentshas a 500msclock granularity which
malkesit ratherconsenrative underhigh-lossconditions,but
notall TCPsaresoconsenrative. Our TFRCimplementation
is tunedto competefairly with amoreaggressie SACK TCP
with low clock granularity andsoit is to be expectedthatit
out-competegn oldermoreconserative TCP. Similarly un-
fair conditionsare alsolikely to occurwhendifferent TCP
variantscompetaundertheseconditions.

Experimentfrom UMassto Californiagave very differ-
entfairnessdependingpn whetherthe TCP sendemwasrun-
ning Solaris2.7 or Linux. The Solarismachinehasa very
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aggressie TCP retransmissioniimeout, and appeargo fre-
quentlyretransmiunnecessarilywhichhurtsits performance
[Pax97. Figure 16 shows the resultsfor both Solarisand
Linux machinesat UMass; the Linux machinegives good
equivalenceresultswhereasSolarisdoesmorepoorly. That
this is a TCP defectis more obvious in the CoV plot (Fig-
urel7)wherethe SolarisTFRC traceappearsmormal,but the
SolarisTCP traceis abnormallyvariable.

The apparenphaseeffect occuredwhena large number
of TFRCflows competewith a TCP flow overthe T1 bottle-
necklink out of Nokia. We don't have conclusve evidence
but it appearshat,withoutinterpacletspacingadjustmengas
describedn Section3.4, the TFRC flows were sufficiently
smooththat the TCP flow suffered from a poor interaction
betweerits own burstinessandafull DropTail queuesituated
very closeto the sourcesAdding theinterpaclet spacingad-
justmentintroducedsufiicient small short-termvariationsin
TFRC'sthroughpuiandhencen the DropTail buffer utiliza-
tion) dueto smallqueuingvariationsdownstreanof the bot-
tleneckthat TCP’s burstinesswas lessof a hinderenceand
fairnessmprovedgreatly Figure16 shavs TFRC with this
mechanisnmenabled,andthe Nokia flow is performingnor-
mally.

We alsoran simulationsand experimentgo look for the
synchronizatiorof sendingrate of TFRC flows (i.e., to look
for parallelsto the synchronizing-atedecreaseamongTCP
flows whenpacletsaredroppedfrom multiple TCP flows at
thesametime[SZC9Q). We foundsynchronizatiorof TFRC
flows only in a very smallnumberof experimentswith very
low lossrates.Whenthelossrateincreasessmalldifferences
in the experiencedoss patternscauseshe flows to desyn-
chronize.Thisis discussedriefly in Section6.3 of [Wid0(Q].

4.4 Testingthe LossPredictor

As describedin Section3.3, the TFRC recever useseight
inter-lossintenvals to calculatethe loss event rate, with the
oldestfour intervalshaving decreasingveights.Onemeasure
of the effectivenes9f this estimationof the pastlossevent
rateis tolook atits ability to predict theimmediate futureloss
rate whentestedacrossawide rangeof realnetworks. Figure
18 shows the averagepredictorerror andthe averageof the
standarddeviation of the predictorerrorfor differenthistory
sizes(measuredn lossintervals)andfor constantveighting
(left) of all thelossintervalsversusdecreasingheweightsof
olderintervals(right). Thefigureis anaverageacrossalarge
setof Internetexperimentsncludingawide rangeof network
conditions.

Predictionaccurag is not the only criteria for choosing
alossestimationmechanismas stablesteady-statéhrough-
putandquick reactionto changesn steady-statareperhaps
equallyimportant.Howevertheseiguresprovide experimen-
tal confirmationthatthe choicesmadein Section3.3arerea-
sonable.
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5 Summary of relatedwork

The unreliableunicastcongestiorcontrol mechanismelos-
estto TCP maintaina congestiorwindow which is useddi-
rectly[JE9] orindirectly[OR99 to controlthetransmission
of new paclets.We believe thatsince[JE9] usesTCPmech-
anismsdirectly, comparisorresultswill not be muchdiffer-
entthanthosedescribedn theprevioussection.In theTEAR
protocol(TCPEmulationattheRecevers)from [OR99, which
canbe usedfor eitherunicastor multicastsessionsthe re-
ceiver emulatesthe congestionwindow modificationsof a
TCP sender but then makes a translationfrom a window-
basedo arate-basedongestiorcontrolmechanismThere-
ceiver maintainsan exponentiallyweightedmoving average
of the congestiorwindow, anddividesthis by the estimated
round-triptime to obtaina TCP-friendlysendingate. At the
time of writing this paperwe did nothave accesso suficient
informationaboutTEAR to allow usto performcomparatie
studies.

A classof unicastcongestioncontrol mechanismsne
stepremoved from thoseof TCP arethosethat useadditive
increasemultiplicative decreas€AIMD) in someform, but
donotapplyAIMD to acongestiorwindow. The RateAdap-
tation Protocol(RAP) [RHE9Y usesan AIMD rate control
schemebasedon regular acknavledgmentssentby the re-
ceiver which the senderusesto detectlost packets and es-
timatethe RTT. The authorsusethe ratio of long-termand
short-termaverageof the RTT to fine-tunethe sendingrate
on a perpacketbasis.This translationfrom a window-based
to a rate-basedpproachalsoincludesa mechanisnfor the
senderto stop sendingin the absencef feedbackfrom the
recever. PureAIMD protocolslike RAP do not accountfor
theimpactof retransmissiotimeouts,andhencewe believe
that TFRCwill coexist betterwith TCPin the regimewhere
the impactof timeoutsis significant. AnotherAIMD proto-
col hasbeenproposedn [SS9§. This protocolmakesuseof
RTP [SCFJ96]reportsfrom therecever to estimatdossrate
andround-triptimes.

Equation-basedongestioncontrol [MF97] is probably
theclassof TCP-compatibl@nicasttongestiortontrolmech-
anismsmostremoved from the AIMD mechanism®f TCP
As alreadydescribedn this paperin unicastequation-based
congestiorcontrolthe sendemusesan equationsuchasthose
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proposedn [MF97, PFTK99 thatspecifiegheallowedsend-
ing rateasa function of the RTT andpaclet drop rate,and
adjustsits sendingrate as a function of thosemeasurega-
rameters.

In [TZ99] the authorsdescribea simple equation-based
congestioncontrol mechanisnfor unicast,unreliablevideo
traffic. Therecever measureshe RTT andthelossrateover
a fixed multiple of the RTT. The sendetthenusesthis infor-
mation,alongwith theversionof the TCP responsdunction
from [MF97], to controlthe sendingrateandthe outputrate
of theassociated/PEG encoder The mainfocusof [TZ99]
is not the congestiorcontrol mechanisnitself, but the cou-
pling betweercongestiorcontrolanderrorresilientscalable
videocompression.

TheTCP-FriendlyRateControlProtocol(TFRCP)[PKTK99]
usesanequation-basecbngestiortontrolmechanisnfior uni-
casttraffic wheretherecever acknavledgeseachpaclet. At
fixed time intenals, the sendercomputesthe loss rate ob-
sened during the previous interval and updateghe sending
rateusingthe TCPresponséunctiondescribedn [PFTK9§.
Sincethe protocoladjustsits sendrateonly at fixedtime in-
tenvals,thetransientresponsef the protocolis pooratlower
time scales. In addition, computinglossrate at fixed time
intervals make the protocol vulnerableto changesn RTT
andsendingrate. We have comparedhe performanc&d FRC
againstthe TFRCPusing simulations. With the metricsde-
scribedin Section3, we find TFRCto be betterover a wide
rangeof timescales.

TCP-Friendlymulticastprotocolshave beenproposedn
[TPB, VRC98]. Theseschemeely on datalayeringanduse
of multiple multicastgroups. The congestiorcontrol mech-
anismsin thesepapersare specificto multicast,andaredis-
cussedriefly in AppendixC.2.

6 Issuedor Multicast CongestionCon-
trol

Many aspectf unicastequation-basedongestioncontrol
are suitableto form a basisfor sendetbasedmulticastcon-
gestioncontrol. In particular the mechanismsisedby a re-
ceiver to estimatethe paclet drop rate and by the senderto
adjustthe sendingrateshouldbedirectly applicableto multi-
cast.However, anumberof cleardifference®xistthatrequire
designchangesndfurtherevaluation.

Firstly, thereis a needto limit feedbacko the multicast
sendeto preventresponsémplosion. Thisrequireseitherhi-
erarchicalaggreyation of feedbackor a mechanisnthat su-
pressedeedbackexcept from the recevers calculatingthe
lowesttransmissiorrate. Both of theseadd somedelayto
thefeedbacKoop thatmayaffect protocoldynamics.

Dependingnthefeedbacknechanisntheslow-startmech-
anismfor unicastmay alsobe problematicfor multicastasit
requiregimely feedbacko safelyterminateslowstart.

Finally, in the absencef synchronizedtlocks,it canbe



difficult for multicastreceversto determinetheir round-trip
timeto thesendein arapidandscalablenanner

Addressingheseissueswill typically resultin multicast
congestiorcontrol schemeseedingto be a little more con-
senative thanunicastcongestiorcontrolto ensuresafeoper
ation.

7 Conclusionand Openlssues

In this paperwe have outlineda proposalfor equation-based
unicastcongestiorcontrolfor unreliable rate-adaptie appli-
cations.We have evaluatedthe protocolextensvely in simu-
lationsandin experiments,and have madeboth the ns im-
plementationand the real-world implementationpublically
available[FHPWOOQ]. We would like to encouragethersto
experimentwith and evaluatethe TFRC congestioncontrol
mechanismsndto proposeappropriatenodifications.

Thecurrentimplementationsf theTFRCcongestiorton-
trol mechanism@n nsandin theactualimplementationhave
anomissionthatwe areplanningto correct. Thecurrentcon-
gestioncontrolmechanismaredesignedor a sendethatal-
wayshasdataavailableto send(until thelastpaclethasbeen
sent). Whenwe beganthis work, our intentionwasto emu-
latethe behaior of TCPasmuchaspossiblehowever, there
was no consensu®n the appropriateresponsef TCP con-
gestioncontrol to a quiescenbr application-limitedperiod,
wherethe previously-authorizeadtongestiorwindow or send-
ing ratewasnot fully used. A proposalfor modificationof
TCP congestioncontrol to deal with a quiscentsenderhas
beendescribedn [HPF99. Our planis to implementa rate-
basedvariantof this approachtin TFRC. Our currentsimula-
tionsandexperimentshave alsobeenwith a one-way tranfer
of data,andwe planto explore duplex TFRC traffic in the
future.

While the currentimplementatiorof TFRC givesrobust
behaior in a wide rangeof ervironments,we certainly do
not claim thatthis is the optimal setof mechanismsor uni-
cast,equation-basedongestiorcontrol. Active areador fur-
ther work include the mechanismdor the recever’s update
of the paclet drop rate estimateafter a long periodwith no
pacletdrops,andthe senders adjustmentf the sendingrate
in responseao short-termchangesn theround-triptime. We
assumehat, aswith TCP’s congestiorcontrol mechanisms,
equation-basedongestiorcontrolmechanismsvill continue
to evolvebasedothonfurtherresearctandonreal-world ex-
periences As anexample,we areinterestedn the potential
of equation-basedongestiorcontrolin anervironmentwith
Explicit CongestiorNotification(ECN) [RF99.

We have run extensve simulationsand experiments re-
portedin thispaperandin othertechnicakeportsundermprepa-
ration,comparingheperformancef TFRCwith thatof stan-
dard TCR, with TCP with differentparametergor AIMD’ s
additive increaseandmultiplicative decreaseandwith other
proposalsor unicastequation-basedongestiorcontrol. In
ourresultsto date,TFRCcomparewveryfavorablywith other
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congestioncontrol mechanismgor applicationsthat would

prefera smoothersendingratethanthatof TCRP Therehave

alsobeenproposaldor increase/decreasengestiorcontrol

mechanismshatreducethe sendingratein responseo each
lossevent, but thatdo not useAIMD; we would like to com-

pareTFRCwith thesecongestiortontrolmechanismaswell.

We believe that the emegenceof congestiorcontrol mech-
anismsfor relatively-smoothcongestioncontrol for unicast
traffic canplay a key role in preventingthe degradationof

end-to-enccongestiorcontrolin the public Internet,by pro-

viding a viable alternatve for unicastmultimediaflows that
would otherwisebe temptedto avoid end-to-endcongestion
controlaltogethe{FF99.

Ourview is thatequation-basecbngestiortontrolis also
of considerablgotentialimportanceapartfrom its role in
unicastcongestiorcontrol. In our view, equation-basedon-
gestioncontrol providesthe foundationfor scalableconges-
tion control for multicastprotocols. In particular because
AIMD andrelatedncrease/decreasengestiortontrolmech-
anismgrequirethatthe sendeidecreasés sendingratein re-
sponsdo eachpacletdrop,thesecongestiorcontrolfamilies
do not provide promisingbuilding blocksfor scalablemulti-
castcongestiorcontrol. Our hopeis that,in contributingto a
moresolid understandingf equation-basedongestiorcon-
trol for unicasttraffic, the papercontributesto a more solid
developmenbf multicastcongestiorcontrolaswell.
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A Analysisof TFRC

A.1 Upper bound on the increaserate

In this sectiorwe shaw that,givenafixedround-triptimeand
in the absencef history discountingthe TFRC mechanism
increaseds sendingrateby at most0.14paclets/R T.

History discountingis a componenbf the full Average
Loss Interval methodthat is invoked after the most recent
lossinterval is greaterthantwice the averagelossinterval,
to smoothlydiscountthe weightgivento olderlossintenals.
In this sectionwe shav thatwith fixed round-triptimesand
theinvocationof history discountingthe TFRC mechanism
increasedts sendingrateby at most0.28paclets/R T.

For simplicity of analysis,n this sectionwe assumehat
TFRC usesthe deterministicversion of the TCP response
function[FF99 asthe controlequationasfollows:

V15

(Rv/P)’

This givesthe sendingrateT' in paclets/seasa function of
theround-triptime R andlosseventratep. Thus,theallowed
sendingrateis atmost

V1.5/\/p~1.2/\/p

paclets/RT.

To explore the maximumincreaseratefor a TFRC flow
with a fixed round-trip time, considerthe simple caseof a
single TFRC flow with a round-triptime of R secondspn a
pathwith no competingtraffic. Let A be the TFRC flow’s
averageossintenal in paclets,ascalculatedattherecever.
Thereportedosseventrateis 1/A, andthe allowed sending
rateis 1.2v/A pkts/RIT.

After around-triptime with no pacletdrops,therecever
hasreceved1.2v/A additionalpaclets,andthe mostrecent
lossintenval increasedy 1.2v/A paclets.Let themostrecent
lossinterval beweightedby weightw in calculatingthe aver-
agelossinterval, for 0 < w < 1 (with theweightsexpressed
in normalizedorm sothatthesumof theweightsis one). For
our TFRCimplementatiorin the normalcase whenhistory
discountingis notinvoked,w = 1/6. The calculatedaver-
agelossinterval increasegrom A to at mostA + w1.2v/A
paclets. The allowed sendingrateincreasesrom 1.2v/A to

atmost1.2v/ A + w1.2v/A paclets/RIT.
Thereforegivenafixedround-triptime, the sendingrate
increasedy atmostér paclets/R T, for

1.2/ A+ wl.2VA = 1.2V A + 6.

This givesthefollowing solutionfor d:

6 = 1.2 (\/A-l—wl.Z\/Z—\/Z) (5)

Solving this numericallyfor w = 1/6, asin TFRC without
history discounting this givesdr =~ 0.12 for A > 1. Thus,
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given a fixed round-triptime, and without history discount-
ing, thesendingrateincreasedy atmost0.12paclets/R T.

Thisanalysisassume3FRCuseghesimpleTCPcontrol
equation[FF99, but we have alsonumericallymodeledthe
increasebehaior usingEquationl. Dueto slightly different
constantsn theequationtheupperboundnow become®.14
paclets/RI'T. With the simple equationthe usualincreases
closeto theupperbound;with Equationl thisis still thecase
for flowswherethelossrateis lessthatabout5% but athigher
lossratestheincreaseateis significantlylower thanthis up-
perbound.

Whenhistory discountingis invoked, the relative weight
for the mostrecentinterval canbeincreasedipto w = 0.4;
thisgivesdr = 0.28, giving anincreasen thesendingateof
atmost0.28paclets/R T in thatcase.

As this sectionhasshawn, theincreaseateatthe TFRC
sendeis controlledby themechanisnfior calculatingtheloss
eventrateatthe TFRCrecever. If the averagelossratewas
calculatedsimply asthe mostrecentlossinterval, this would
meanaweightw of 1, resultingin é7 = 0.7. Thus,evenif all
theweightwasput on the mostrecentinterval, TFRCwould
increasets sendingrateby lessthanonepaclet/RT T, givena
fixedmeasuremerfor theround-triptime.

T T T
allowed sending rate in packets per RTT —+—

16 —

14 b —

12 b —
. . . . . .

9.5 10 10.5 11 115 12 125 13
Time

Allowed Rate (pkts)

Figure19: A TFRC flow with anendto congestiorat time
10.0.

To informally verify theanalysisabove,we have runsim-
ulationsexploring theincreasen the sendingratefor theac-
tual TRFCprotocol.Figurel9shovsa TFRCflow with every
100-thpacletbeingdroppedfrom asimulationin thens sim-
ulator Then,aftertime 10.0,no more packetsaredropped.
Figure 19 shaws the sendingrate in paclets per RTT; this
simulationuses1000-bytepaclets. As Figure 19 shows, the
TFRCflow doesnotbeginto increasdts rateuntil time 10.75;
atthis time the currentlossinterval exceedshe averageloss
interval of 100 paclets.Figure19 shavsthat,startingattime
10.75,the senderincreasests sendingrate by 0.12 paclets
eachRTT. Startingat time 11.5,the TFRC recever invokes
history discounting,in responsdo the detecteddiscontinu-
ity in the level of congestionandthe TFRC senderslowly
changests rateof increasejncreasingts rateby upto 0.29
pacletsperRTT. Thesimulationin Figure19informally con-
firmstheanalysisn this section.

A.2 Thelower boundon TFRC’sresponsdime
for persistentcongestion

This sectionusesboth simulationsand analysisto explore
TFRC's responsdime for respondingto persistentconges-



tion. We considetthefollowing questionfor conditionswith
theslowestresponséo congestionhow mary round-triptimes
n of persistentongestiorarerequiredbeforeTFRC conges-
tion controlreducests sendingatein half? For thesimplified
modelin this sectionwe assumafixedround-triptime; thus,
wedo notconsidetheeffectof changesn round-triptime on
the sendingrate. We assumethat, for an extendedperiod,
all lossintervals have beenof length1/p paclets,for some
losseventratep. Whencongestiorbegins,we assumehatat
leastonepacletis successfullyecevedby therecevereach
round-triptime, andthat the statusreportstransmittedeach
round-triptime by the recever are successfullyreceved by
the sender Thus,we arenot consideringhe TFRC senders
mechanismdgor reducingits sendingratein the absenceof
feedbackrom therecever.

Giventhis model,assumehatn round-triptimesof per
sistentcongestionare requiredbeforethe TFRC senderre-
ducesits sendingrate by at leasthalf. (Thatis, letn bea
lower boundon the numberof round-triptimesof persistent
congestiomequiredbeforethe TFRCsendereducests send-
ing rateby atleasthalf.)

The control equationusedin TFRC is nonlinearin /p
for highervaluesof p. A higherpre-«isting losseventrate
resultsin a strongerresponséy the TFRC senderto anin-
creasdn thereportedosseventrate. In orderto explorethe
slowestpossiblerespons®f the TFRC sendetto congestion,
we assumehat we arein the region of the control equation
wherethe sendingrateis essentiallyproportionalto Lp, for
losseventratep. Thisis truein theregion of smallto moder
atelosseventrates.

In this modelof fixed round-triptimes,for the region of
moderatecongestionjf the sendingrateis reducedat least
in half, this canonly have beencausedy thelosseventrate
increasingby at leasta factor of four, andthereforeby the
averagdossinterval decreasingo atmost1/4-th of its previ-
ousvalue. We notethatin anervironmentwherethe round-
trip time increasesvith theonsetof persistentongestionthe
TFRC sendemwould decreaséts sendingrate more strongly
in responséo congestion.

For this modelof fixed round-triptimes,whatis the most
drasticpossiblereductionin the averagelossintenal in re-
sponseo n smalllossintervals from persistentongestion?
Themostdrasticpossiblereduction notin factachievablein
practice would bewhenthe smalllossintervalswereeachof
size0. We considera modelwherethe averagelossinterval
is computedasdescribedn Section3.3. After onesmallloss
interval, theaveragdossinterval calculatedy thereceveris
still atleast

3+08+0.6+04+021 5
6 p 6p

After two smalllossintervals, the averagelossinterval is at
Ieast%. Similarly, after four small lossintenals the aver

agelossintenal is at Ieast%. Thatis, it is not possiblefor
theaveragdossinterval to have reducedby afactorl/4 over
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only four lossintervals. However, afterfive smalllossinter
valsthelowerboundontheaveragdossinterval is % = ;—p;
thus,in this simplemodel,it is possiblefor the averageloss
interval to bereducedy afactorof four afterfive lossinter-
vals. Thus,in this modelwith fixedround-triptimesandmild
congestionit mightbepossiblefor the sendingrateto be cut
in half after five consecutie round-triptimesof congestion,
butit is notpossiblefor thesendingrateto becutin half after

four consecutie round-triptimesof congestion.
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Figure20: A TFRC flow with persistentongestiorat time
10.

In factthis lower boundis closeto the expectedcase.To
informally verify this lower bound,which appliesonly to the
simplified model describedabove with equallossintervals
beforetheonsetof persistentongestionwe haverunsimula-
tionsexploring the decreasén the sendingratefor the actual
TRFCprotocol.Thisis illustratedin the simulationshovn in
Figure20 which consistof asingleTFRCflow. Fromtime 0
until time 10, every 100thpacket droppedandfrom time 10
on, everyotherpacletis dropped Figure20 shavsthe TFRC
flow’s allowed sendingrateascalculatedat the senderevery
round-triptime, with a mark eachround-triptime, whenthe
senderecevesanen reportfrom therecevverandcalculates
anew sendingate.As Figure20showvs, whenpersistenton-
gestionbeginsattime 10, it takesfive round-triptimesfor the
sendingateof the TFRCflow to bereducedyy half.
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T T
number of roundtrip time to reduce —+—
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Figure21: Numberof round-triptimesto reducethe sending
ratein half.

Figure21 plotsthe numberof round-triptimesof persis-
tentcongestiorbeforethe TFRC sendercutsits sendingrate
in half, usingthe samescenariaasin Figure20 with arange
of valuesfor theinitial pacletdroprate.Forthe TFRCsimu-
lationsin Figure21, the numberof round-triptimesrequired
to reducethe sendingrateby half rangesrom threeto eight.
We notethatfor all of thesimulationswith lower pacletdrop
rates,the TFRC sendettakesat leastfive round-triptimesto
reduceits sendingrateby half. Therefore Figure21 doesnt
contradicttheresultearlierin this section.

Thisdoesnotimply thatthe TFRCflow’sresponséo con-
gestion,for a TFRC flow with round-triptime R, is asdis-



ruptive to othertraffic asthatof a TCP flow with around-trip
time 5R, five timeslarger The TCP flow with a round-trip
time of 5R secondsendsat anunreducedatefor the entire
5R secondswhile the TFRC flow reducests sendingrate,
althoughsomevhatmildly, afteronly R seconds.

A.3 The effectof increasingqueueingdelay

In this sectionwe considerthe effect of increasingqueueing
delayon the sendingrate of a TFRC flow. In particular we
considertthe sendingrateof a singleflow at the pointwhena
gueuehasjust begunto build atthe congestedink.

Asdescribedn SectionA.1, givenafixedround-triptime,
the TFRC senderincreasests sendingrate eachround-trip
time by 1 paclets/RT, for 7 givenin Equation(5). In this
sectionwe shaw that,oncequeueinglelaybeginsto build, the
increasén queueinglelaysenesto inhibit thisincreasen the
TFRCsendingate,andthe TFRCsendingatestabilizes.

We shaw thatthisis similarto therole of the ACK-clock
in limiting the sendingrateof TCR. While TCPincreasedts
congestiorwindow by one paclet per round-triptime when
in congestioravoidancephasethis doesnot resultin anun-
boundedncreasen the sendingrate. In particulay because
of therole of the ACK-clock,a TCPsendeiin thecongestion
avoidancephasenever sendsmorethat one pkt/RTT above
thereceveratefor thatflow.

Rate (in Pkts/0.1 Sec)

28 30 32 34 36 38
Time (in Seconds)
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Figure22: Two TCPflows onasinglelink.

Figure 22 shavs a simulationwith two TCP flows on a
congestedink, whereflow 1 terminatesat time 30. In the
top graph,aline shavs the numberof pacletstransmittecoy
eachflow over 0.1 secintervals. Thereis an‘x’ at the bot-
tom of eachgraphfor eachpaclet drop; asthe graphshaws,
thereareno pacletdropsfrom time 30to 32, but the sending
rateof flow O neverexceed<21 paclets/0.1secondsThebot-
tom graphof Figure22 shavs the queuesizein paclets. The
gueusis usingRED queuemanagement.

For thesimulationwith TCR, TCP’s ACK clocklimits the
sendingateof the TCPsenderThatis, nomatterhow fastthe
sendeiis sending the available bandwidthon the congested
link limits therateof datapacletstransmittecbn theforward
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path,andthereforetherateof acknavledgementsransmitted
on the reversepath. The TCP senderin congestionavoid-
ancesendsone extra datapaclet eachround-triptime, each
timethecongestiowindow isincreasedby onepaclet. Thus,
whena TCPflow is the only actie traffic on a path,andhas
achiered100%throughputasaftertime 30in Figure22,the
TCP senderreceves ACKs at exactly the rate of the band-
width of thecongestedink in theforwardpath. Everyround-
trip time the TCP sendersendsone paclet above the rateal-
lowedby the bandwidthof the congestedink overthe previ-
ousround-triptime. As aresult,the queueat the congested
link increase$®y onepaclet eachround-triptime.
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Figure23: Two TFRCflows onasinglelink.

Figure23shavsthesamesimulationwith two TRFCflows.
Althoughno pacletsaredroppedromtime 30to time 34,the
TFRCsendingratenever exceed20 paclets/0.1second For
the TFRCflow in Figure23, the sendingrateincrease$rom
time 30 until time 31.6,whenthe queuebeginsto build atthe
congestedink. At this point, the sendingrate of the TFRC
flattensout, evenin the absencef new paclet drops? We
shaw below thatfor TFRC,theslow increasen themeasured
round-triptime counterbalancethe slow decreasén there-
portedpacletdroprate,stabilizingthe TFRC sendingrate.

Let W be the delay-bandwidthproductof the path, in
paclets,in the absencef queueingdelay andlet R be the
round-triptime. ThenR/W is a single paclet transmission
time onthecongestedink. For simplicity, in this simpleanal-
ysis we assumehat the senderusesthe instantaneoumea-
surementof the round-triptime in calculatingthe allowed
sendingrate. Assumethat at time ¢,, the senders sending
ratehasincreasedo exactly the link bandwidth. (This hap-
pensat time 31.6in Figure23.) At this time, the queueis
empty the measuredRTT is R, andthe sendingrateis %
paclets/sec.Let 1/A bethe reportedpaclet drop rate from
therecever atthistime. Thatis, A is the averagelossinter-
val calculatecat therecever. Becausettimetg theallowed

4In the TFRCcodein NS, thereis anupperboundon the TFRC sending
rate that is eithertwice the recever’s reportedreceve rate, or one paclet
per round-triptime, whichever is larger However, this upperboundis not
reachedn this simulation.



sendingrate% equalsthe link bandwidthZ, it follows
that
W =12VA. (6)

Recallthatwith afixedround-triptime,the TFRCsender
increasests sendingrate eachround-triptime by ér pack-
etseachround-triptime, for 7 givenin Equation(5). As-
sumethatthe queueincreasedy ér pacletseachround-trip
time. After n round-triptimesthequeuéhasincreasedby nér
paclets.Thisincreasesheround-triptime by ndrR/W sec-
onds,increasinghe mostrecentlossintenval by n1.2v/4 +
orn(n — 1)/2 paclets. As a result, the averagelossinter-
val calculatecat the sendeiincrease$rom A to roughly A +
w(nl.2v/A+67n(n—1)/2) packets. Thenew allowedsend-
ing ratecalculatechtthe TFRCsendeanftern round-triptimes
of aslow increasen thequeuesizeis asfollows:

1.2\/A +w(nl.2vA + @(ﬁ)
R+ nérR/(1.2V/A) )

Exploringthis numerically this allowedsendingrateremains
fairly constan@asn rangesrom 0 to 100. We usedw is 1/6
andédr is 0.14,asdescribeckarlierin this section,andcon-
sideredawide rangeof valuesfor A andR.

This sectionshavs thatasqueueingdelaystartsto build,
thedecreasén the measureghaclet droprateis balancedy
the increasein queueingdelay andthe TFRC sendingrate
stabilizes.For a simulationwith multiple TFRCflows, there
is a similar stabilizationin the TFRC sendingrateasa result
of theincreasen the measuredound-triptime. We have not
attemptedo give a rigorousproof in this section,but have
simply tried to lendinsightinto the stabilizationof a TFRC
flow’s sendingratein responseo the onsetof queueingde-

lay.

B Effect of TFRC on queuedynamics,
extendedversion

In this sectionwe continuean examinationbegin in Section
4.2 of the effectsof TFRC on queuedynamics.

Therearetwo significantdifferencedetweem CP-imposed

and TFRC-imposedjueuedynamics. TFRC respondsmore
slowly andmildly to a singlelosseventthandoesTCR and
TFRCdoesnotprobeasaggresaiely for availablebandwidth
asdoesTCP As aconsequencén anDrop-Tail environment
gueuebusy periodswith TCPtraffic canbe shorterbut more
frequentthanwith TFRCtraffic.

Figure 24 shaws resultsfrom two simulationswith four
long-livedflows, with starttimesspacedut over thefirst 20
secondswith a congestedink of 1.5 Mbps, and round-trip
timesof roughly 45 ms. The simulationsinclude the same
randombackgroundandreverse-patitraffic asin the simula-
tionsin Section4.2. long-rangeshowvs a simulationwhereall
four long-lived flows are TCR, andthe bottom graphshows
a simulationwhereall four long-livedflows are TFRC. Both
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Figure 24: Four long-lived TCP (top) and TFRC (bottom)
flows.

of thesesimulationsuse RED queuemanagementThe first
two linesof Table25 show thelink utilization (averagedover
the30-secondimulation)andpacletdropratesfor thesetwo
simulations.

Num. | Link | Drop
Queue | Traffic | Flows | Util. | Rate
RED TCP | 4 83 4.7
RED TFRC | 4 89 5.9
DropTail | TCP 4 89 5.2
DropTail | TFRC | 4 96 4.9
RED TCP | 40 98 4.1
RED TFRC | 40 98 5.0
DropTail | TCP | 40 99 4.9
DropTail | TFRC | 40 99 3.5

Figure25: Link utilizationandpacletdroprates.

As Figure24 shaows, the simulationwith TFRCtraffic has
a slightly higher paclet drop rate and link utilization than
the simulationwith TCR Although we have not quantified
it, it is clearthatthe simulationwith TFRCtraffic haslower-
frequeng oscillationsof the instantaneougueuesize, with
longerbusy periodsaswe might expectwith TFRC.

Figure 26 illustratesthe queuedynamicswith the same
simulationscenariobut with Drop-Tail insteacbf RED queue
managementor the simulationswvith Drop-Tail queueman-
agementthe TFRC simulationgivesa higherlink utilization
andalowerdropratethanthe TCP simulation.Thethird and
fourth lines of Table 25 shav thelink utilization and paclet
drop ratesfor thesetwo simulations.A chartof the average
queueingdelaywould shav a higheraveragequeueingdelay
with DropTail thanwith RED queuemanagement.

Queuedynamicscanbe expectedto be considerablydif-
ferentwith higherlevelsof statisticaimultiplexing. Figure27
shaws simulationswith forty long-lived flows, startingover
a 20-secondnterval, competingover a 15 Mbps link using
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Figure27: 40long-livedTCP(top) andTFRC(bottom)flows.

RED queuemanagement.The link bandwidthis ten times
thatin Figures?24and26,andtherearealsotentimesasmary
flows, resultingin the sameoverall level of congestiorbut a
higherlevel of statisticaimultiplexing thanin Figures24 and
26.

Thebottomhalf of Table25 shavsthelink utilizationand
paclet drop ratesfor the simulationsin Figures27 and 14.
Note thatfor the simulationswith Drop-Tail queuemanage-
ment, the queueis nearly full for mostof the simulations,
whetherwith TCP or with TFRC traffic. In both casesthe
paclet drop ratesarelow, but the averagequeueingdelayis
muchhigherthanwith thesimulationsvith RED queueman-
agement.

We notethatit is possibleto constructsimulationswith
medium-scalstatisticalmultiplexing with morepronounced
oscillationsin the queuesizethanthoseshavn in Figures27
and14. For the simulationsn Figures27 and14, 20%of the
link bandwidthis usedby short TCP flows, wherefor each
flow the numberof pacletsto transmitis randomlychosen
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betweerzeroandtwenty Similarly, in thesesimulationghere
is somevariationin the round-triptimes for the long-lived
connectionslf we remove theseelementf randomization,
andlook at a simulationwith forty long-livedflows thatstart
overthefirsttwentysecondsgachwith theexactsameround-
trip time, we find amorepronounceascillationsin thequeue
size.
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Figure28: 40long-livedTCP(top)andTFRC(bottom)flows,
norandomization.

As an example, Figure 28 shaws oscillationswith both
TCPandTFRCflowsin simulationsvith nosmallTCPflows,
noreverse-pathbackgroundraffic, novariationsn theround-
trip timesof thelong-livedconnectionsandDrop-Tail queue
managemenfThisis a scenariadesignedo elicit fixed oscil-
lationsin queuesize,andfor the TCPtraffic thereareindeed
standingoscillationsin thequeuesize,thoughthequeuedoes
not go idle in this scenario. We note that neither TCP nor
TFRCflows exhibited oscillationsin this scenariovith RED
queuemanagementWe alsonotethat TFRC's delay-based
congestionavoidancemechanisndescribedin Section3.4,
which improvesstability in the presencef short-time-scale
changesn the round-triptime, is instrumentain preventing
morepronounceabscillationswith TFRC.

C Morerelatedwork

C.1 Relatedwork on TCP responsdunctions

ThesimpleTCPresponsdunctionin [MF97] is asfollows:

T— v1.5s
Rp’
This givesanupperboundonthesendingateT in bytes/sec,
as a function of the paclet size s, round-triptime R, and
steady-statpaclet drop ratep. This versionof the TCP re-
sponsdunctionis derivedfrom asimpledeterministianodel,

exploredin [Flo91] andelsavhere,wherethe TCP connec-
tion recevesregulardeterministiqpacketdrops.In thisdeter

(@)



ministic model,apacletis droppedeachtime the congestion
window reachedV paclets. The congestiorwindow is mul-
tiplicatively decreasetb /2 in responséo the pacletdrop,
andthenadditively increaseduntil it againreaches¥. We
notethatthis modeldoesnot take into accountprobabilistic
drops. In addition, this simple modeldoesnot take into ac-
counttheretransmitimeouts,or exponentialbacloffs of the
retransmitimers,thatareakey componenof TCP’s conges-
tion controlin the high-paclet-drop-rateegime.

An earlier more sophisticatedlerivation of the TCP re-
sponsefunction from [MSMO97, OKM] analyzesan prob-
abilistic AIMD-based model of TCP where eachpaclet is
droppedwith a fixed probability p. Again, this probabilistic
modeldoesnot take into accountthe role of TCP’s retrans-
missiontimeouts.

In [MSMO97, PFTK9g the authorshave shavn thatin
mary real-world TCP connections large percentagef win-
dow reductioneventsaredueto timeouts andthatthemodels
in [MF97, MSMO97, OKM] overestimat¢hesendingatefor
pacletlossratesgreatetthan5%. The TCPresponséunction
in Equation(1) is basedbnamodelof TCPthattakesinto ac-
counttheimpactof retransmissiotimeouts|PFTK9g

Additional papersdiscussinghe TCP responsdunction
canbefoundonthe TCP-FriendlyWebPage[TCP].

C.2 Relatedwork on multicast congestioncon-
trol mechanisms

This sectiondiscussedriefly someof the TCP-compatible
congestiorcontrolmechanism$or multicasttraffic.

The Loss-DelaybasedAdjustment(LDA) algorithmde-
scribedin [SS9§ appliesAIMD directly to the sendingrate
ratherthanto a congestiorwindow. The protocolin [SS9§
relieson regularRTP/RTCP[SCFJ96 reportsto estimatehe
lossrateandthe RTT. An AIMD scheméasedn theseesti-
matesis thenusedto controlthe sendingrate. Therecever-
based multicastcongestiorcontrol mechanismnin [VRC98]
usesdatalayeringand multiple multicastgroupsto achieve
a TCP-like AIMD effect. The sendingrate of eachlayeris
a multiple of sendingratesof lower layers. Upon detecting
lossesthereceverjoinsor leavesmulticastgroupsto receve
specificlayers. Theapproachn [VRC98] usesperiodicsyn-
chronizatiorpointsfor receversto synchronizen thejoining
of additionallayers.

The recever-basedmulticastcongestiorcontrol mecha-
nism describedn [TPB] appliesequation-basedongestion
control in an ervironmentwith datalayering and multiple
multicastgroups.Eachrecever estimateshe pacletlossrate
andRTT, andusesa versionof the TCPresponsdunctionto
computethe permittedreceptionrate. Basedon this rate,the
receverdecidesvhichlayersto receve by joining or leaving
layeredmulticastgroups.
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